# CLASSICAL LIE THEORY FROM THE POINT OF VIEW OF MONADS 

Based on [A. Ardizzoni, J. Gómez-Torrecillas and C. Menini, Monadic Decompositions and Classical Lie Theory, Appl. Categor. Struct., Online First.]

Alessandro Ardizzoni*, José Gómez-Torrecillas and Claudia Menini

## ALGEBRAIC STRUCTURES AND THEIR APPLICATIONS

with a day dedicated to Alberto Facchini on the occasion of his 60th birthday
June 16-20 2014, Spineto (Siena)

## Definition

Recall that a monad on a category $\mathscr{C}$ is a triple $\mathbb{Q}:=(Q, m, u)$, where

## Definition

Recall that a monad on a category $\mathscr{C}$ is a triple $\mathbb{Q}:=(Q, m, u)$, where

- $Q: \mathscr{C} \rightarrow \mathscr{C}$ is a functor,


## Definition

Recall that a monad on a category $\mathscr{C}$ is a triple $\mathbb{Q}:=(Q, m, u)$, where

- $Q: \mathscr{C} \rightarrow \mathscr{C}$ is a functor,
- $m: Q Q \rightarrow Q$ and $u: \operatorname{Id}_{\mathscr{C}} \rightarrow Q$ are functorial morphisms s.t.


## Definition

Recall that a monad on a category $\mathscr{C}$ is a triple $\mathbb{Q}:=(Q, m, u)$, where

- $Q: \mathscr{C} \rightarrow \mathscr{C}$ is a functor,
- $m: Q Q \rightarrow Q$ and $u: \operatorname{Id}_{\mathscr{C}} \rightarrow Q$ are functorial morphisms s.t.



## Definition

Recall that a monad on a category $\mathscr{C}$ is a triple $\mathbb{Q}:=(Q, m, u)$, where

- $Q: \mathscr{C} \rightarrow \mathscr{C}$ is a functor,
- $m: Q Q \rightarrow Q$ and $u: \operatorname{Id}_{\mathscr{C}} \rightarrow Q$ are functorial morphisms s.t.


A $\mathbb{Q}$-algebra is a pair $(X, \mu)$ where $X \in \mathscr{C}$ and $\mu: Q X \rightarrow X$ is a morphism in $\mathscr{C}$ s.t.

## Definition

Recall that a monad on a category $\mathscr{C}$ is a triple $\mathbb{Q}:=(Q, m, u)$, where

- $Q: \mathscr{C} \rightarrow \mathscr{C}$ is a functor,
- $m: Q Q \rightarrow Q$ and $u: \operatorname{Id}_{\mathscr{C}} \rightarrow Q$ are functorial morphisms s.t.


A $\mathbb{Q}$-algebra is a pair $(X, \mu)$ where $X \in \mathscr{C}$ and $\mu: Q X \rightarrow X$ is a morphism in $\mathscr{C}$ s.t.


## Definition

Recall that a monad on a category $\mathscr{C}$ is a triple $\mathbb{Q}:=(Q, m, u)$, where

- $Q: \mathscr{C} \rightarrow \mathscr{C}$ is a functor,
- $m: Q Q \rightarrow Q$ and $u: \operatorname{Id}_{\mathscr{C}} \rightarrow Q$ are functorial morphisms s.t.

$$
\begin{array}{cc}
Q Q Q \xrightarrow{Q m} & Q Q \\
m Q \downarrow & \\
& \downarrow^{m} \\
Q Q \xrightarrow[m]{ } & Q
\end{array}
$$



A $\mathbb{Q}$-algebra is a pair $(X, \mu)$ where $X \in \mathscr{C}$ and $\mu: Q X \rightarrow X$ is a morphism in $\mathscr{C}$ s.t.

$\mathbb{Q}$-algebras and their morphisms form the so-called Eilenberg-Moore category $\mathbb{Q} \mathscr{C}$ of the monad $\mathbb{Q}$.

## Definition

Recall that a monad on a category $\mathscr{C}$ is a triple $\mathbb{Q}:=(Q, m, u)$, where

- $Q: \mathscr{C} \rightarrow \mathscr{C}$ is a functor,
- $m: Q Q \rightarrow Q$ and $u: \operatorname{Id}_{\mathscr{C}} \rightarrow Q$ are functorial morphisms s.t.

$$
\begin{array}{cc}
Q Q Q \xrightarrow{Q m} & Q Q \\
m Q \downarrow & \\
& \downarrow^{m} \\
Q Q \xrightarrow[m]{ } & Q
\end{array}
$$



A $\mathbb{Q}$-algebra is a pair $(X, \mu)$ where $X \in \mathscr{C}$ and $\mu: Q X \rightarrow X$ is a morphism in $\mathscr{C}$ s.t.
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In particular, idempotency of an adjunction means equivalently that any one of $\varepsilon L, R \varepsilon, \eta R, L \eta$ is an isomorphism ([MS, Proposition 2.8]).
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## Corollary

- $(L, R)$ idempotent $\Longrightarrow R$ has a monadic decomposition of length $\leq 1$.
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Moreover one checks that $(L, R)$ idempotent $\Longleftrightarrow \eta U_{0,1}$ is an isomorphism.
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P B:=\{b \in B \mid \Delta(b)=1 \otimes b+b \otimes 1\},
$$

while $T$ sends a vector space $V$ to the tensor algebra $T V$ (which is indeed a bialgebra).
The unit $\eta V: V \rightarrow P T V$ of the adjunction is just the canonical inclusion. The counit $\varepsilon B: T P B \rightarrow B$ sends any tensor product of primitive elements to their product in $B$.
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In both cases $P S V \cong V$.

## Proof.

We sketch it for char $(\mathbb{k})=0$ (the other case is similar).
Since $x \otimes y-y \otimes x \in P_{2} T V, \forall x, y \in V$, there is a bialgebra projection

$$
A:=\frac{T V}{(x \otimes y-y \otimes x \mid x, y \in V)} \xrightarrow{\gamma} \frac{T V}{\left(P_{n} T V n \geq 2\right)}=S V .
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It is well-known that $P A \cong V$. Hence, $\gamma_{P A}$ is injective.
By Heyneman-Radford Theorem, $\gamma$ is injective whence bijective i.e.
$S V=A$.
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By the foregoing, we know that $\operatorname{Im} P=\operatorname{Im} U_{0,2}$ so that the vector spaces arising as primitive part of some bialgebra are those isomorphic to the underlying vector space of some $V_{2} \in \mathbf{V e c}_{2}$.
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By the foregoing, we know that $\operatorname{Im} P=\operatorname{Im} U_{0,2}$ so that the vector spaces arising as primitive part of some bialgebra are those isomorphic to the underlying vector space of some $V_{2} \in \mathbf{V e c}_{2}$.

Moreover we have $T_{2} V_{2}=T_{1} U_{1,2} V_{2}=T_{1} V_{1}=T_{1}(V, \mu)$.

By the properties of idempotent adjunctions we have seen, we can complete the diagram to
where we can choose $T_{2}:=T_{1} U_{1,2}$ and this is full and faithful. In particular $P$ has a monadic decomposition of length $\leq 2$

By the foregoing, we know that $\operatorname{Im} P=\operatorname{Im} U_{0,2}$ so that the vector spaces arising as primitive part of some bialgebra are those isomorphic to the underlying vector space of some $V_{2} \in \mathbf{V e c}_{2}$.

Moreover we have $T_{2} V_{2}=T_{1} U_{1,2} V_{2}=T_{1} V_{1}=T_{1}(V, \mu)$.
Indeed we can be more precise....

## Theorem

Take $V_{2}:=\left((V, \mu), \mu_{1}\right) \in \mathbf{V e c}_{2}$.
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## Theorem

Take $V_{2}:=\left((V, \mu), \mu_{1}\right) \in \mathbf{V e c}_{2}$.
chark $=0)$ We have that $(V,[-,-])$ is a Lie algebra where

$$
[-,-]: V \otimes V \rightarrow V, \quad[x, y]:=\mu(x y-y x)
$$

Moreover $T_{2} V_{2}$ is the universal enveloping algebra

$$
T_{2} V_{2}=\frac{T V}{(x y-y x-[x, y] \mid x, y \in V)}
$$

chark $=p$ )
We have that $\left(V,[-,-],-{ }^{[p]}\right)$ is a restricted Lie algebra where
$[-,-]: V \otimes V \rightarrow V,[x, y]:=\mu(x y-y x) \quad$ and $\quad \quad^{[p]}: V \rightarrow V, x^{[p]}:=\mu\left(x^{p}\right)$.
Moreover $T_{2} V_{2}$ is the restricted enveloping algebra

$$
T_{2} V_{2}=\frac{T V}{\left(x y-y x-[x, y], x^{p}-x^{[p]} \mid x, y \in V\right)}
$$

## Work in progress
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## Work in progress

As a consequence, in a work in progress with I. Goyvaerts and C. Menini, we prove that there is an equivalence of categories $\Lambda$ such that $\Lambda \circ P_{2}=\mathscr{P}$ and $H \circ \Lambda=U_{0,2}$ where


Here Lie denotes either the category of Lie algebras or the category of restricted Lie algebras depending on the characteristic, and $\mathscr{U}$ is the corresponding universal enveloping algebra.

Thus $\mathrm{Vec}_{2} \cong$ Lie so that monadic decomposition leads to Lie.

