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Abstract. The aim of these notes is to present some results on the stability of finite difference

approximations of hyperbolic initial boundary value problems. We first recall some basic notions
of stability for the discretized Cauchy problem in one space dimension. Special attention is paid

to situations where stability of the finite difference scheme is characterized by the so-called von
Neumann condition. This leads us to the important class of geometrically regular operators. After

discussing the discretized Cauchy problem, we turn to the case of initial boundary value problems.

We introduce the notion of strongly stable schemes for zero initial data. The first main result
characterizes strong stability in terms of a solvability property and an energy estimate for the

resolvent equation. This result shows that the so-called Uniform Kreiss-Lopatinskii Condition is

a necessary condition for strong stability. The main result of these notes shows that the Uniform
Kreiss-Lopatinskii Condition is also a sufficient condition for strong stability in the framework

of geometrically regular operators. We illustrate our results on the Lax-Friedrichs and leap-frog

schemes. We also extend a stability result by Goldberg and Tadmor for Dirichlet boundary con-
ditions to our framework of geometrically regular operators. In the last section of these notes, we

show how to incorporate non-zero initial data and prove semigroup estimates for the discretized

initial boundary value problems. We conclude with some remarks on possible improvements and
open problems.
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1. Introduction

1.1. What is and what is not inside these notes ? These notes review the results derived
in [4, 5, 6] on the stability of finite difference approximations for hyperbolic initial boundary value
problems. In order to keep the length of the notes reasonable, the analogous results for hyperbolic
partial differential equations, which have sometimes been proved quite some time ago, will be re-
called without proof. This is mainly done to save space and to avoid introducing further notation.
One crucial point in the analysis below is to understand why the techniques developed for partial
differential equations are unfortunately not sufficient to handle finite difference schemes. Special
attention is therefore paid to the main new phenomena that appear when considering discretized
equations. Some examples are scattered throughout the text in order to explain how the general the-
ory, which may look sometimes rather complicated, is often much simplified when one faces a specific
example. In particular, the Lax-Friedrichs scheme, which is more or less the easiest discretization
of a hyperbolic equation, serves as a guideline throughout Sections 2, 3 and 5.

The notes are essentially self-contained. Of course, some familiarity with hyperbolic equations can
do no harm, but the only basic requirements to follow the proofs are a good knowledge of matrices,
some tools from real and complex analysis and a little bit of functional analysis.

As far as hyperbolic boundary value problems are concerned, the reader might want to get first
familiar with the theory for partial differential equations before reading the discrete counterpart
that is detailed here. In this case, the books [3, chapter 7] or [2, chapters 3-5] are convenient
references. However, the theory for finite difference schemes can also be seen as a first step towards
the theory for partial differential equations since, as detailed below, some parts of the analysis are
actually simpler in the discrete case. Even though the original results were not proved historically in
this way, discrete problems can also be a constructive approximation method to obtain solutions of
partial differential equations. (To be completely honest, the author is not fully convinced that this
would be the most direct way to construct solutions of hyperbolic initial boundary value problems.)

As far as numerical approximations are concerned, a convenient reference for our purpose is [8,
chapters 5, 6, 11 and 13] where stability issues are analyzed, in particular for the discrete Cauchy
problem. The techniques developed below are restricted to linear schemes for linear equations.
Consequently, no knowledge of flux limiters, ENO/WENO schemes nor any other nonlinear high
order approximation procedure is assumed. Extending some of the results below to such numerical
schemes is definitely an open and challenging issue.

1.2. Some notation. Throughout these notes, the following notation is used:

U := {ζ ∈ C, |ζ| > 1} , U := {ζ ∈ C, |ζ| ≥ 1} ,

D := {ζ ∈ C, |ζ| < 1} , S1 := {ζ ∈ C, |ζ| = 1} .

We let Md,D(K) denote the set of d × D matrices with entries in K = R or C, and we use the
notation MD(K) when d = D. If M ∈ MD(C), sp(M) denotes the spectrum of M , ρ(M) denotes
the spectral radius of M , while M∗ denotes the conjugate transpose of M . The matrix (M +M∗)/2
is called the real part of M and is denoted Re (M). The real vector space of Hermitian matrices of
size D is denoted HD. The vector space of real symmetric matrices of size D is denoted SD.

If H1,H2 ∈ MD(C) are two hermitian matrices, we write H1 ≥ H2 if for all x ∈ CD we have
x∗ (H1 −H2) x ≥ 0. We let I denote the identity matrix, without mentioning the dimension. The
norm of a vector x ∈ CD is |x| := (x∗ x)1/2. The corresponding norm for matrices in MD(C) is also
denoted | · |. We let `2 denote the set of square integrable sequences, without mentioning the indeces
of the sequences (sequences may be valued in Cd for some integer d).

The notation diag (M1, . . . ,Mp) is used to denote the diagonal matrix whose entries are (in this
order) M1, . . . ,Mp. If the Mj ’s are matrices themselves, then the same notation is used to denote
the corresponding block diagonal matrix.

The notation x1 = x2 ≤ x3 = x4 means that x1 equals x2, x3 equals x4, and x2 is not larger than
x3 (and consequently, of course, x1 is not larger than x4).

The letter C denotes a constant that may vary from line to line or even within the same line.
The dependence of the constants on the various parameters is made precise throughout the text.
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1.3. General presentation of the stability problem. In one space dimension, a hyperbolic
initial boundary value problem reads

∂tu + A ∂xu = F (t, x) , (t, x) ∈ R+ × R+ ,

B u(t, 0) = g(t) , t ∈ R+ ,

u(0, x) = f(x) , x ∈ R+ ,

(1)

where A ∈ MN (R) is diagonalizable with real eigenvalues, the unknown u(t, x) is valued in RN , and
B is a matrix (not necessarily a square matrix, see below) that encodes the boundary conditions.
The functions F, g, f are given source terms (respectively, the interior source term, the boundary
source term and the initial data). Of course, in one space dimension, it is rather easy to solve such
a linear problem by diagonalizing A and integrating along the characteristics. More precisely, let
r1, . . . , rN denote a basis of eigenvectors of A associated with eigenvalues λ1, . . . , λN . Let us assume
for simplicity that 0 does not belong to sp(A), the so-called non-characteristic case. Up to reordering
the eigenvalues, we can label them so that

λ1, . . . , λp > 0 , λp+1, . . . , λN < 0 .

Then we decompose the source terms F, f and the unknown u as

F (t, x) =
N∑

i=1

Fi(t, x) ri , f(x) =
N∑

i=1

fi(x) ri , u(t, x) =
N∑

i=1

ui(t, x) ri .

Assuming for simplicity that the solution u is smooth, at least C 1 with respect to (t, x), (1) gives

∀ i = 1, . . . , N ,
d
dt

[
ui(t, x + λi t)

]
= Fi(t, x + λi t) .

We integrate these equalities with respect to t, keeping in mind that u1, . . . , uN , F1, . . . , FN are only
defined on R+ × R+. For i ∈ {p + 1, . . . , N}, that is when λi is negative, we obtain the formula

ui(t, x) = fi(x− λi t) +
∫ t

0

Fi(s, x− λi (t− s)) ds . (2)

The latter formula makes sense for all (t, x) in the quarter-space R+ × R+ because in that case, all
quantities x− λi t and x− λi (t− s) in (2) are nonnegative. One should be careful when performing
the integration in the case i ∈ {1, . . . , p}. According to the sign of x− λi t, we obtain

ui(t, x) =

{
fi(x− λi t) +

∫ t

0
Fi(s, x− λi (t− s)) ds , if x ≥ λi t ,

ui(t− x/λi, 0) +
∫ t

t−x/λi
Fi(s, x− λi (t− s)) ds , if x ≤ λi t .

(3)

Analyzing the formulas (2) and (3), we observe that the solution u is entirely determined provided
that we can express the traces ui(t, 0), 1 ≤ i ≤ p, in terms of the data F, g, f . Since the traces
ui(t, 0), p + 1 ≤ i ≤ N , are already given by the formula (2), the boundary condition in (1) reads

p∑
i=1

ui(t, 0) B ri = g(t)−
N∑

i=p+1

ui(t, 0) B ri ,

where the right-hand side can be expressed in terms of F, g, f . Therefore the initial boundary value
problem (1) can be well-posed in any reasonable sense (meaning at least existence and uniqueness of
a solution, even though we do not make the functional framework precise) if and only if the matrix
B belongs to Mp,N (R), and satisfies

Rp = Span
(
B r1, . . . , B rp

)
. (4)

In particular, (4) implies that B should have maximal rank, but this could have already been seen
from (1) for otherwise there would have been an algebraic obstruction to solving the boundary
condition in (1). If the matrix B satisfies (4), then we get an explicit expression for the components
of the solution u along the eigenvectors ri. Energy estimates of u in terms of F, g, f as well as
qualitative properties of the solution (regularity, finite speed of propagation etc.) are readily seen
from these expressions. Summing up the discussion above, we obtain the following conclusion: well-
posedness of (1) requires first a precise number of boundary conditions that is compatible with
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the hyperbolic operator, and the verification of the algebraic condition (4). Consequently, rather
than checking energy estimates for each possible boundary conditions in (1), we are just reduced to
verifying (4) which is by far easier.

A remarkable result by Kreiss [12] states that for the analogue of (1) in several space dimensions,
well-posedness can still be characterized by an algebraic condition. The latter is usually referred to as
the Uniform Kreiss-Lopatinskii Condition (UKLC in what follows). There is however a modification
between the one-dimensional case and the multi-dimensional case. Observing that in one space
dimension, the condition (4) for well-posedness equivalently reads

Ker B ∩ Span
(
r1, . . . , rp

)
= {0} ,

the UKLC in several space dimensions reads

∀ ζ ∈ Σ , Ker B ∩ E(ζ) = {0} ,

where Σ is some infinite set of parameters and the vector spaces E(ζ) all have dimension p. Verifying
the UKLC in several space dimensions is therefore more complicated since it requires computing a
basis of a vector space that depends on parameters, and then checking that an appropriate determi-
nant does not vanish. This can sometimes be done with explicit computations, see for instance [2,
chapter 14] for the case of gas dynamics, or it can also be done in a numerical way. One of the most
difficult steps in the theory of [12] is to give a precise definition of the vector spaces E(ζ) that enter
the definition of the UKLC. Not so surprisingly, we shall also face this difficulty when dealing with
numerical schemes. However, as shown on some specific examples, the general theory can be far
more complicated than what one faces with one particular numerical scheme. One should therefore
not be afraid to try checking the UKLC on some examples: it is the best way to manipulate the
objects and to get used to them.

Our goal is to characterize - that is, find necessary and sufficient conditions - stability for the
numerical schemes occurring after discretizing the initial boundary value problem (1). Existence and
uniqueness for the discretized version of (1) will be completely trivial in these notes, and stability
should be understood as continuous dependence of the solution with respect to the data, meaning
the last requirement for “Hadamard well-posedness”. In view of the existing theory for (1), we wish
to obtain a general result of the form: “the discretization of (1) is stable if and only if an algebraic
condition (to be determined) is satisfied”. This result will be meaningful if testing the algebraic
condition is easier than checking the validity of energy estimates for the numerical schemes. As
usual when one deals with problems in infinite dimensional spaces, the choice of the norm in the
stability definition is crucial. Our long term goal is to develop an analogous theory for discretized
multi-dimensional problems to the one detailed here in the one-dimensional case. The functional
framework should therefore be compatible with such an extension, and this basically restricts us to
working with L2-type spaces. As far as convergence of numerical schemes is concerned, we focus
here on the stability problem since consistency is supposed to be an easier problem. In some sense,
consistency of a numerical scheme follows from some Taylor expansions on an exact smooth solution
of the continuous problem (1). If we can derive a powerful stability theory, convergence should
follow as a more or less direct consequence by combining stability with consistency. Instead of
giving precise results in this direction, we shall refer the interested reader to [7].

Let us now detail the plan of these notes. As a warm-up, we begin in Section 2 with some
considerations on the discretized Cauchy problem. This will be the opportunity to introduce some
objects that are crucial in the analysis of the discretized initial boundary value problem. We also
introduce and analyze some examples such as the Lax-Friedrichs and leap-frog schemes. Section 3 is
devoted to the analysis of the discretized initial boundary value problem with zero initial data. This
is, technically speaking, the most difficult part of these notes. In the case of zero initial data, stability
can be analyzed by applying the Laplace transform and the normal modes analysis. Our main result
characterizes stability by means of an algebraic condition of the same type as the UKLC. The results
in Section 3 generalize and sometimes simplify the fundamental contribution by Gustafsson, Kreiss
and Sundström [9]. To clarify the theory, we explain the behaviors of all the objects for the Lax-
Friedrichs and leap-frog schemes. Section 5 deals with the problem of incorporating non-zero initial
data and adapting the notion of stability to this new framework. For one-dimensional problems, the
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incorporation of initial data was performed by Wu [22]. We shall explain his method and propose an
alternative - though closely related - approach. The main advantage of this new approach is the fact
that it can be adapted in a straightforward way to multi-dimensional problems, while Wu’s method
is restricted to one-dimensional problems for reasons that we shall detail. Eventually, we shall give
some (of the numerous) open problems in Section 6.
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2. Fully discretized hyperbolic equations

2.1. Finite difference operators and stability for the discrete Cauchy problem. We con-
sider the Cauchy problem {

∂tu + A ∂xu = 0 , (t, x) ∈ R+ × R ,

u(0, x) = f(x) , x ∈ R ,
(5)

on the whole real line. As in Section 1, A ∈ MN (R) is diagonalizable with real eigenvalues λ1, . . . , λN .
For initial data f ∈ L2(R), there exists a unique solution u ∈ C (R+;L2(R)) solution to (5). This
solution can be explicitly computed by integrating along the characteristics. Decomposing along the
eigenvectors ri of A, we obtain

u(t, x) =
N∑

i=1

fi(x− λi t) ri , f(x) =
N∑

i=1

fi(x) ri .

In particular, the following energy estimate is straightforward

sup
t≥0

∫
R
|u(t, x)|2 dx ≤ C

∫
R
|f(x)|2 dx , (6)

with a numerical constant C that only depends on A. Another possibility for computing the solution
u to (5) is to use Fourier transform with respect to the space variable x. Letting ξ denote the
associated frequency variable, û(t, ξ) satisfies the linear ordinary differential equation

d
dt

û(t, ξ) = −i ξ A û(t, ξ) , û(0, ξ) = f̂(ξ) ,

which we solve to obtain
û(t, ξ) = exp(−i t ξ A) f̂(ξ) . (7)

Let us now introduce the discretizations of (5) that we consider in these notes. Let ∆x, ∆t > 0
denote a space and a time step where the ratio λ := ∆t/∆x is a fixed positive constant. In all what
follows, λ is called the CFL (for Courant-Friedrichs-Lewy) number and ∆t ∈ ]0, 1] plays the role of
a small parameter, while ∆x = ∆t/λ varies accordingly. Some of the assumptions in the theory are
restrictions on λ. Typically, the results will hold provided that λ is chosen in a suitable interval of
R+.

The solution to (5) is approximated by a sequence (Un
j ) defined for n ∈ N and j ∈ Z. More

precisely, we always identify the sequence (Un
j ) defined for n ∈ N and j ∈ Z with the step function

U(t, x) := Un
j for (t, x) ∈ [n ∆t, (n + 1)∆t[×[j ∆x, (j + 1)∆x[ .

The goal is to build a numerical scheme that produces a step function U that is close to u for the
L∞(R+;L2(R)) topology. This is a natural requirement in view of (6). (The choice of the topology
may look rather arbitrary, especially in one space dimension, but as detailed in the introduction,
our goal is to develop some tools that may be extended to multi-dimensional problems.) Let us
observe that though the solution u to (5) lies in the space C (R+;L2(R)), the approximation U lies,
in general, in the larger space L∞(R+;L2(R)). It is only in the limit process, by letting ∆t tend to
zero, that continuity with respect to time can be recovered.

Discretizing the initial condition of (5) is usually performed by choosing

∀ j ∈ Z , fj :=
1

∆x

∫ (j+1) ∆x

j ∆x

f(x) dx .

This is not the only possible choice, but it has the good property of being stable with respect to the
L2 topology, that is1 ∑

j∈Z
∆x |fj |2 ≤

∫
R
|f(x)|2 dx .

From now on, we assume that the initial discretization has been chosen, producing a sequence
(fj) ∈ `2 such that the associated grid function is “close” - in some sense that we do not make
precise - to the initial condition f of (5).

1This estimate is easily proved by applying Cauchy-Schwarz inequality on each interval [j ∆x, (j + 1)∆x[.
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Starting from a given sequence (fj) ∈ `2, for instance the sequence defined just above, many
classical finite difference approximations of (5) take the form{

Un+1
j = QUn

j , j ∈ Z , n ≥ 0 ,

U0
j = fj , j ∈ Z ,

(8)

where Q is a finite difference operator whose expression is given by

Q :=
p∑

`=−r

A` T` , (T` V )k := Vk+` . (9)

Let us give a few explanations on (9). The shift operator T is an invertible operator on `2(Z).
The integers p, r in (9) are fixed, that is, they do not depend on the index j on the grid where the
numerical scheme is applied, and neither do they depend on the small parameter ∆t. In the same
way, the matrices A−r, . . . , Ap should not depend on ∆t, nor on the initial data (fj). In most (linear)
finite difference schemes, the matrices A` are polynomial functions of the matrix λ A. We refer to
the following paragraphs for some examples. In that case, all matrices A` can be diagonalized in
the same basis. Summarizing, the numerical scheme (8) is defined by two integers p, r and by the
matrices A−r, . . . , Ap. Then the sequence Un+1 is computed from Un by applying the operator
Q defined in (9), which acts boundedly on `2. In particular, for all initial condition (fj) ∈ `2,
there exists a unique sequence (Un

j ) that is a solution to (8), and moreover this solution satisfies
(Un

j )j∈Z ∈ `2 for all n ∈ N.
Let us briefly recall that for nonlinear schemes such as ENO or WENO schemes, the matrices A`

are not fixed but depend on the solution that is computed ; for instance, to compute the sequence
(U1

j ), the matrices A` at the first time step depend on (fj), and they are updated at each time step
in order to take the oscillations of the sequence (Un

j ) into account. The theory developed below
relies crucially on the fact that the matrices A` are independent of the sequence (Un

j ). It therefore
does not extend directly to such nonlinear schemes.

The definition of stability for the numerical scheme (8) requires that the solution to (8) satisfies
the discrete analogue of (6). More precisely, we introduce

Definition 2.1 (Stability for the discrete Cauchy problem). The numerical scheme defined by (8),
(9) is (`2-) stable if there exists a constant C0 > 0 such that for all ∆t ∈ ]0, 1], for all initial condition
(fj)j∈Z ∈ `2 and for all n ∈ N, there holds∑

j∈Z
∆x |Un

j |2 ≤ C0

∑
j∈Z

∆x |fj |2 .

Of course, we could simplify the factor ∆x on both sides of the stability estimate, but we prefer
to keep it in order to highlight the fact that discrete `2 norms are nothing but L2 norms for step
functions defined on the grid with uniform space step ∆x. The factor ∆x corresponds to the measure
of the cell [j ∆x, (j+1)∆x[. This observation is useful in order to understand the similarities between
stability estimates for numerical schemes and energy estimates for partial differential equations.

Stability for the numerical scheme (8) is characterized by the following result.

Proposition 2.1 (Characterization of stability for the discrete Cauchy problem). The scheme (8)
is stable in the sense of Definition 2.1 if and only if the matrices A` in (9) satisfy

∀n ∈ N , ∀ η ∈ R ,

∣∣∣∣∣
(

p∑
`=−r

ei ` η A`

)n∣∣∣∣∣
2

≤ C0 , (10)

with the same constant C0 as in Definition 2.1.

For future use, it is convenient to introduce the notation

∀κ ∈ C \ {0} , A (κ) :=
p∑

j=−r

κ` A` , (11)
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so that (10) reads

∀n ∈ N , ∀ η ∈ R ,
∣∣A (ei η)n

∣∣2 ≤ C0 .

The matrix A (ei η) is called the amplification matrix (or symbol) of the scheme (8).

Proof of Proposition 2.1. • Let us assume that the bound (10) holds, or in other words that the
family {A (ei η), η ∈ R} is uniformly power bounded with the bound

√
C0. Let us consider the

scheme (8). Then for all n ∈ N, the step function Un defined by

Un(x) := Un
j , for x ∈ [j ∆x, (j + 1)∆x[ ,

satisfies

∀x ∈ R , Un+1(x) =
p∑

`=−r

A` Un(x + `∆x) .

We already know that Un belongs to L2(R) for all n, so we can apply Fourier transform on both
sides of the latter equality2. This operation yields the relation

∀ ξ ∈ R , Ûn+1(ξ) = A (ei ∆x ξ) Ûn(ξ) ,

from which we deduce
∀ ξ ∈ R , Ûn(ξ) = A (ei ∆x ξ)n Û0(ξ) .

Using Plancherel Theorem and the bound (10), we obtain∫
R
|Un(x)|2 dx =

1
2 π

∫
R
|Ûn(ξ)|2 dξ ≤ C0

2 π

∫
R
|Û0(ξ)|2 dξ = C0

∫
R
|U0(x)|2 dx .

Consequently, the scheme (8) is stable with the same constant C0 as in (10).
• We now assume that the scheme (8) is stable with the constant C0, and we fix an integer n as

well as a real number η. Let also X ∈ CN have norm 1. Then for an integer k ≥ n max(p, r), we
consider the initial condition

fj :=

{
ei j η X , if |j| ≤ k ,

0 , otherwise.

The following computation is elementary (just recall the notation (11))

U1
j = A (ei η) fj , if |j| ≤ k −max(p, r) .

By a straightforward induction, we obtain

Un
j = A (ei η)n fj , if |j| ≤ k − n max(p, r) . (12)

Then we have ∑
|j|≤k−n max(p,r)

∆x |Un
j |2 ≤

∑
j∈Z

∆x |Un
j |2 ≤ C0

∑
j∈Z

∆x |fj |2 = C0 ∆x (2 k + 1) .

The left hand side of the latter inequality is computed by using (12) and by using the definition of
the vector fj . We obtain

(2 k + 1− 2 n max(p, r))∆x
∣∣A (ei η)n X

∣∣2 ≤ C0 ∆x (2 k + 1) .

Dividing by ∆x (2 k + 1), letting k tend to infinity and taking the supremum with respect to X, we
obtain the result of Proposition 2.1. �

Remark 2.1. The easiest case of stability is when the matrices A` satisfy

∀ η ∈ R ,
∣∣A (ei η)

∣∣ ≤ 1 .

Then the solution to (8) is such that the sequence of norms (‖Un‖`2) is non-increasing.

2This is the precise point where it is crucial to deal with constant matrices A`.
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The main idea in the proof of Proposition 2.1 is to test the stability estimate on oscillations ei j η.
Of course, the sequence (ei j η) does not belong to `2 so we need to make a truncation. Fourier’s
inversion Theorem shows that functions can be decomposed as a superposition of oscillations so
stability of the numerical scheme is encoded in a stability estimate for pure oscillations that should
be uniform with respect to the frequency.

Let us now make an important remark. The grid function Un is supposed to be an approximation
of the solution u at time n ∆t. Hence Ûn should approximate û(n ∆t, ·). Recalling the relation (7),
the matrix A should satisfy

A (ei ∆x ξ)n ≈ exp(−i n ∆t ξ A) = exp(−i∆t ξ A)n .

We do not wish to make the meaning of the symbol ≈ precise. However, a natural requirement
should be to impose that in the limit ∆t → 0 with n = 1, both expressions coincide. This yields the
restriction

A (1) =
p∑

`=−r

A` = I . (13)

A numerical scheme of the form (8), (9) that satisfies (13) is said to be consistent. However, this
notion will not be much used in what follows, except when discussing some examples.

We shall go back to the result of Proposition 2.1 in the following paragraph. Before doing so, let us
discuss a possible extension of the theory. The reader who is familiar with numerical discretizations
of ordinary differential equations will probably wonder why we have restricted to numerical schemes
with only one time step. As a matter of fact, there is no reason for doing so and in some situations
one could prefer using a two steps (or more) numerical procedure. A well-known example is the leap-
frog scheme. Another example is discussed in one of the following paragraphs. Numerical schemes
with several time steps take the following form: let us consider three integers p, r, s. Starting from
some sequences (f0

j ), . . . , (fs
j ) in `2, the sequence (Un

j ) is defined byUn+1
j =

s∑
σ=0

Qσ Un−σ
j , j ∈ Z , n ≥ s ,

Un
j = fn

j , j ∈ Z , n = 0, . . . , s ,

(14)

where the shift operators Qσ are given by

Qσ :=
p∑

`=−r

A`,σ T` . (15)

Again, the matrices A`,σ in (15) should not depend on the sequence to be computed so that the
same scheme applies to all initial data and at each time step. The notion of stability for (14) is
entirely analogous to Definition 2.1.

Definition 2.2 (Stability for the discrete Cauchy problem). The numerical scheme defined by (14),
(15) is (`2-) stable if there exists a constant C0 > 0 such that for all ∆t ∈ ]0, 1], for all initial
condition (f0

j )j∈Z, . . . , (fs
j )j∈Z ∈ `2 and for all n ∈ N, there holds

∑
j∈Z

∆x |Un
j |2 ≤ C0

∑
j∈Z

∆x |f0
j |2 + · · ·+

∑
j∈Z

∆x |fs
j |2
 .

Similarly to Proposition 2.1, Proposition 2.2 below characterizes stability of the scheme (14) in
terms of the uniform power boundedness of the corresponding amplification matrix. For future use,
we therefore introduce the notation

∀κ ∈ C \ {0} , A (κ) :=


Q̂0(κ) . . . . . . Q̂s(κ)

I 0 . . . 0

0
. . . . . .

...
0 0 I 0

 ∈ MN(s+1)(C) , Q̂σ(κ) :=
p∑

`=−r

κ` A`,σ ,

(16)
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which coincides with our former notation (11) in the case s = 0 (one step scheme). To avoid any
possible confusion, we emphasize that in (16), the matrix A (κ) is decomposed into blocks, each of
which is a square N × N matrix. Such block decompositions of matrices will occur at numerous
places in these notes.

Proposition 2.2 (Characterization of stability for the discrete Cauchy problem). The scheme (14)
is stable in the sense of Definition 2.2 if and only if there exists a constant C1 > 0 such that the
amplification matrix A in (16) satisfies

∀n ∈ N , ∀ η ∈ R ,
∣∣A (ei η)n

∣∣2 ≤ C1 . (17)

Moreover, if the scheme is stable with a constant C0, then one can take C1 = (s+1) C0 in (17), and
conversely if (17) holds with a constant C1, then one can take C0 = C1 for the stability estimate of
Definition 2.2.

Proof of Proposition 2.2. • Let us assume that the bound (17) holds with the constant C1, and let
us consider the scheme (14) with initial data in `2. Then for all n ∈ N, the step function Un defined
by

Un(x) := Un
j , for x ∈ [j ∆x, (j + 1) ∆x[ ,

satisfies

∀n ≥ s , ∀x ∈ R , Un+1(x) =
s∑

σ=0

p∑
`=−r

A`,σ Un−σ(x + `∆x) .

It is clear that Un belongs to L2(R) for all n (the operators Qσ act boundedly on `2), so we can
again apply Fourier transform and obtain

∀n ≥ s , ∀ ξ ∈ R , Ûn+1(ξ) =
s∑

σ=0

Q̂σ(ei ∆x ξ) Ûn−σ(ξ) ,

from which we deduce

∀n ∈ N , ∀ ξ ∈ R ,


Ûn+s(ξ)

...
Ûn(ξ)

 = A (ei ∆x ξ)n

Ûs(ξ)
...

Û0(ξ)

 .

Stability follows from Plancherel Theorem as in the proof of Proposition 2.1, and we get

∀n ∈ N ,
∑
j∈Z

∆x |Un
j |2 ≤ C1

∑
j∈Z

∆x |f0
j |2 + · · ·+

∑
j∈Z

∆x |fs
j |2
 .

• Let us now assume that the scheme (14) is stable in the sense of Definition 2.2 with a constant
C0. Let n ∈ N, η ∈ R, and let k ≥ n max(p, r). We also consider some vectors X0, . . . , Xs ∈ CN

satisfying
|X0|2 + · · ·+ |Xs|2 = 1 .

We consider the initial data

f0
j :=

{
ei j η X0 , if |j| ≤ k ,

0 , otherwise,
. . . , fs

j :=

{
ei j η Xs , if |j| ≤ k ,

0 , otherwise.

For |j| ≤ k −max(p, r), the relation (14) gives

Us+1
j =

s∑
σ=0

Q̂σ(ei η) Us−σ
j .

In particular, there holds Us+1
j+` = ei ` η Us+1

j for |j| ≤ k−2 max(p, r) and |`| ≤ max(p, r). Proceeding
by induction, we get

Us+m+1
j =

s∑
σ=0

Q̂σ(ei η) Us+m−σ
j ,
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for all m = 0, . . . , n− 1 and for all j satisfying |j| ≤ k− (m + 1) max(p, r). It is now not difficult to
obtain the relation Un+s

j
...

Un
j

 = A (ei η)n

fs
j
...

f0
j

 , if |j| ≤ k − n max(p, r) .

Then we have ∑
|j|≤k−n max(p,r)

∆x
(
|Un

j |2 + · · ·+ |Un+s
j |2

)
≤
∑
j∈Z

∆x
(
|Un

j |2 + · · ·+ |Un+s
j |2

)
≤ (s + 1) C0

(
|f0

j |2 + · · ·+ |fs
j |2
)

= (s + 1) C0 ∆x (2 k + 1) .

Eventually, we obtain

(2 k + 1− 2 n max(p, r))∆x
∣∣A (ei η)n X

∣∣2 ≤ (s + 1) C0 ∆x (2 k + 1) , X :=

Xs

...
X0

 .

Dividing by ∆x (2 k + 1), letting k tend to infinity and taking the supremum with respect to X, we
obtain the result of Proposition 2.2. �

The following paragraph discusses how the results of Propositions 2.1 and 2.2 are useful in practice.

Remark 2.2. When one tries to verify that the amplification matrix of a numerical scheme satisfies
(10), resp. (17), the choice of the norm on MN (C), resp. MN(s+1)(C), is arbitrary because all norms
are equivalent. It may sometimes be easier to work with the norm maxi,j=1,...,N |Mi,j |, as we shall
sometimes do below.

2.2. Possible behaviors for the eigenvalues of the amplification matrix. In this paragraph,
we recall some facts about families of matrices with uniformly bounded powers. We also analyze
how the characterization of Propositions 2.1 and 2.2 can be simplified for a special class of numerical
schemes.

The following result is elementary.

Lemma 2.1. Let M ∈ Md(C) be power bounded. Then ρ(M) ≤ 1.

Proof of Lemma 2.1. Let µ ∈ sp(M), and let us choose an eigenvector X ∈ Cd with norm 1 associ-
ated with the eigenvalue µ. For all integer n, we have

|µ|n = |µn X| = |Mn X| ≤ C ,

where the constant C is an upper bound for the norms of all powers Mn. The latter inequality gives
|µ| ≤ 1 and the result follows. �

Lemma 2.1 immediately implies the following well-known necessary condition for stability.

Corollary 2.1 (von Neumann condition). Let us assume that the scheme (8), resp. (14), is stable
in the sense of Definition 2.1, resp. 2.2. Then the amplification matrix A defined by (11), resp.
(16), satisfies the so-called von Neumann condition

∀ η ∈ R , ρ(A (ei η)) ≤ 1 . (18)

Let us observe that for one step schemes satisfying the consistency condition (13), A (1) is the
identity matrix so the upper bound 1 for the spectral radius allowed by the von Neumann condition
is attained. In particular, when η is small, the eigenvalues of A (ei η) should be close to 1 but remain
within the closed unit disk. Usually, when one performs an expansion of the eigenvalues for small η,
the requirement that the eigenvalues satisfy the von Neumann condition indicates some restrictions
on the possible values of the CFL number λ.

The von Neumann condition in Corollary 2.1 is only a necessary condition for stability. However
there is one case, that is always met in examples, where it is also a sufficient condition.



12 JEAN-FRANÇOIS COULOMBEL

Lemma 2.2. Let us assume that the matrices A−r, . . . , Ap in (9) can be simultaneously diagonalized
(for instance when they are all polynomial functions of λ A). Then the scheme (8) is stable if and
only if the von Neumann condition (18) holds.

Proof of Lemma 2.2. The proof is elementary. Choosing an invertible matrix T that diagonalizes
A−r, . . . , Ap, the definition (11) shows that T also diagonalizes the amplification matrix A , that is

∀κ ∈ C \ {0} , T−1 A (κ)T = diag (z1(κ), . . . , zN (κ)) .

If the von Neumann condition holds, the eigenvalues satisfy |zj(ei η)| ≤ 1 for all η ∈ R. This property
implies

|A (ei η)n| = |T diag (z1(ei η)n, . . . , zN (ei η)n)T−1| ≤ |T | |T−1| .
Proposition 2.1 shows that the scheme (8) is stable. �

The stability criterion of Lemma 2.2 will apply to all one step numerical schemes that appear
in these notes. However, this criterion does not apply to multi-step schemes since the companion
matrix A (ei η) in (16) can not be diagonalized in a fixed basis that does not depend on η. We
therefore need to work a little more. The following Lemma gives a more precise description of the
properties of power bounded matrices.

Lemma 2.3. A matrix M ∈ Md(C) is power bounded if and only if ρ(M) ≤ 1 and furthermore
the eigenvalues of M whose modulus equals 1 are semi-simple (that is, their geometric multiplicity
equals their algebraic multiplicity).

Proof of Lemma 2.3. The proof is classical and appears in many textbooks on numerical analysis.
Let M ∈ Md(C) and let us consider an invertible matrix T that reduces M to its Jordan form

T−1 M T = diag (M1, . . . ,Mp) ,

where each block Mj is either of the form αj I or a Jordan block
αj 1 0 0

0
. . . . . . 0

...
. . . . . . 1

0 . . . 0 αj

 ,

whose size equals at least 2. (Let us observe that in this decomposition, the eigenvalues of the blocks
Mj are not necessarily pairwise disctinct.) It is straightforward to check that M is power bounded
if and only if each block is power bounded. We can now prove Lemma 2.3.
• Let us assume that M is power bounded. From Lemma 2.1, we already have ρ(M) ≤ 1. If M is

diagonalizable, then the proof is finished, so let us consider a Jordan block Mj that appears in the
reduction of M and whose size is denoted d. Writing Mj = αj I + Nj , we have

Mn
j =

n∑
k=0

Ck
n αn−k

j Nk
j ,

so the (1, 2)-coefficient of Mn
j equals n αn−1

j for all n ≥ 1. Since all norms on the space Md(C) are
equivalent, there exists a constant C such that

∀n ≥ 1 , n |αj |n−1 ≤ C ,

and this implies |αj | < 1. In other words, eigenvalues of M that belong to the unit circle S1 must
be semi-simple.
• Let us now assume that M satisfies ρ(M) ≤ 1 and all eigenvalues of M that belong to S1 are

semi-simple. In the Jordan reduction of M , the diagonal blocks are power bounded, so to prove
Lemma 2.3, it only remains to prove that a Jordan block associated with an eigenvalue in D is power
bounded. We keep the same notation Mj = αj I + Nj as above. If αj = 0, then Mj is clearly power
bounded, so we now assume 0 < |αj | < 1. We have

Mn
j =

d−1∑
k=0

Ck
n αn−k

j Nk
j ,
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for all n ≥ d − 1 (here we have used Nd
j = 0). It is therefore sufficient to prove that for all fixed

k = 0, . . . , d − 1, the sequence (Ck
n αn

j )n∈N is bounded. This sequence tends geometrically to zero
(use d’Alembert’s criterion) so it is bounded and the sequence (Mn

j )n∈N is also bounded. The proof
of Lemma 2.3 is complete. �

For numerical schemes, Lemma 2.3 shows that in addition to the von Neumann condition, a
necessary condition for stability is that if η ∈ R is such that the matrix A (ei η) has an eigenvalue
z ∈ S1, then z should be semi-simple.

Lemma 2.3 is unfortunately not sufficient to characterize uniform power boundedness for an
infinite family of matrices3. Indeed, let us consider the following matrices

M1(x) :=
(

1− x x
0 1− x

)
, M2(x) :=

(
1− x2 x

0 1− x2

)
,

which both depend on a parameter x ∈ [0, 1]. For all fixed x ∈ [0, 1], Lemma 2.3 shows that the
matrices M1(x) and M2(x) are power bounded. However, it is not a difficult exercise to show that the
family {M1(x) , x ∈ [0, 1]} is uniformly power bounded while the family {M2(x) , x ∈ [0, 1]} is not
uniformly power bounded. As a matter of fact, there exists only one result that fully characterizes
families of uniformly power bounded matrices. This famous Theorem is due to Kreiss and can be
stated as follows.

Theorem 2.1 (Kreiss matrix Theorem). Let d ∈ N and let F ⊂ Md(C). The following conditions
are equivalent.

(i) There exists a constant C1 such that for all M ∈ F and for all n ∈ N, |Mn| ≤ C1.
(ii) There exists a constant C2 such that for all M ∈ F , ρ(M) ≤ 1 and for all z ∈ U , there

holds

|(M − z I)−1| ≤ C2

|z| − 1
.

(iii) There exists a constant C3 such that for all M ∈ F , there exists an invertible matrix T such
that T−1 M T is upper triangular and

|T |+ |T−1| ≤ C3 ,

∀ 1 ≤ i < j ≤ d , |(T−1 M T )i,j | ≤ C3 min(1− |(T−1 M T )i,i|, 1− |(T−1 M T )j,j |) .

Rather than giving a complete proof of Theorem 2.1, which would take much space, we shall
refer the interested reader to the nice review [19] where additional characterizations and historical
references can be found. Showing that (i) implies (ii) is easy and follows from a series expansion.
An elegant proof that (ii) implies (i) can be found in [20].

The problem for showing uniform power boundedness for a parametrized family of matrices is to
handle how a Jordan block may approach a diagonal block associated with an eigenvalue in S1 as the
parameter moves. For numerical schemes in one space dimension, the pathology of the matrix M2(x)
above is usually ruled out by the fact that as ei η approaches a point ei η for which the amplification
matrix has a semi-simple eigenvalue z ∈ S1, the eigenvalues of A (ei η) close to z are also semi-simple.
Furthermore, eigenvalues and eigenvectors can usually be determined as smooth functions of η. A
model situation for such behavior would be(

1− x2 m1 0
0 1− x2 m2

)
, m1,m2 ∈ N , x ∈ [0, 1] .

To make this framework precise, we introduce the following terminology.

Definition 2.3 (Geometrically regular operator). The finite difference operator Q in (9), resp. the
operators Qσ in (15), is said to be geometrically regular if the amplification matrix A defined by (11),
resp. (16), satisfies the following property: if κ ∈ S1 and z ∈ S1∩sp(A (κ)) has algebraic multiplicity

3The main reason is that the bound provided by Lemma 2.3 depends on the matrix T that reduces M to its
Jordan form, and the construction of T is a highly ill-conditionned problem so that |T | |T−1| can be very large when
M varies.



14 JEAN-FRANÇOIS COULOMBEL

α, then there exist some functions β1(κ), . . . , βα(κ) that are holomorphic in a neighborhood W of κ
in C and that satisfy

β1(κ) = · · · = βα(κ) = z , det
(
z I −A (κ)

)
= ϑ(κ, z)

α∏
j=1

(
z − βj(κ)

)
,

with ϑ a holomorphic function of (κ, z) in some neighborhood of (κ, z) such that ϑ(κ, z) 6= 0, and if
furthermore, there exist some vectors e1(κ), . . . , eα(κ) ∈ CN , resp. CN(s+1), that depend holomor-
phically on κ ∈ W , that are linearly independent for all κ ∈ W , and that satisfy

∀κ ∈ W , ∀ j = 1, . . . , α , A (κ) ej(κ) = βj(κ) ej(κ) .

For instance, if the matrices A−r, . . . , Ap satisfy the assumption of Lemma 2.2, it is clear that the
finite difference operator Q in (9) is geometrically regular. Even better, in that case the eigenvalues
and corresponding eigenvectors can be parametrized globally for κ 6= 0. The eigenvectors do not
even depend on κ ! The framework of Definition 2.3 is therefore meaningful mostly for multi-step
schemes, e.g. the leap-frog scheme. We hope that it will also be useful for the study of finite difference
schemes in several space dimensions. We end this paragraph with the following characterization of
stability by the von Neumann condition for geometrically regular operators.

Proposition 2.3 (Characterization of stability for geometrically regular operators). Let the finite
difference operator Q in (9), resp. the operators Qσ in (15), be geometrically regular. Then the
scheme (8), resp. (14), is stable if and only if the von Neumann condition (18) holds.

The precise expression, either (11) or (16), of the amplification matrix A is not relevant for the
proof of Proposition 2.3. To unify both cases, we shall thus consider that the size of A is N (s + 1),
which amounts to setting s = 0 for one-step schemes.

Proof of Proposition 2.3. Using Corollary 2.1, it is sufficient to prove that the von Neumann condi-
tion implies stability. The proof of Proposition 2.3 consists in splitting the set of parameters η ∈ R
into a first part for which the amplification matrix has eigenvalues close to S1 and a second part
for which the eigenvalues of the amplification matrix are in D, uniformly away from S1. In the first
part, we shall use the geometric regularity assumption to control the powers of the amplification
matrix. The second part will be easier to control. We begin with an easy consequence of Theorem
2.1 which will be useful later on.

Lemma 2.4. Let d ∈ N and let F ⊂ Md(C) be a family of matrices such that there exists δ ∈ ]0, 1]
for which

∀M ∈ F , ρ(M) ≤ 1− δ . (19)

Then F is uniformly power bounded if and only if F is bounded in Md(C).

Proof of Lemma 2.4. It is obvious that boundedness is a necessary condition for uniform power
boundedness. Let now a family F ⊂ Md(C) be bounded and satisfy (19) for some positive δ,
and let M ∈ F . By Schur’s Lemma, there exists a unitary matrix T such that T−1 M T is upper
triangular. Since F is bounded, while T and T−1 belong to the unitary group (a bounded subset
of Md(C)), there exists a constant C that is independent of M and such that

∀ 1 ≤ i < j ≤ d , |(T−1 M T )i,j | ≤ C .

From the assumption of Lemma 2.4, we also have

min
i=1,...,d

(1− |(T−1 M T )i,i|) ≥ δ > 0 ,

so it is easily seen that F satisfies condition (iii) of Theorem 2.1. The conclusion of Lemma 2.4
follows. �

The following observation is trivial and is stated without proof.

Lemma 2.5. Let K := {κ ∈ S1 , sp(A (κ)) ∩ S1 6= ∅}. Then K is a closed (hence compact) subset
of S1.
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If K is empty (which never happens in practice, but let’s pretend), then the von Neumann
condition implies that for all κ ∈ S1, the spectrum of A (κ) is included in the open unit disk D.
Moreover, A (κ) depends holomorphically on κ ∈ S1 and S1 is a compact set, so there exists a
constant δ > 0 such that ρ(A (κ)) ≤ 1− δ for all κ ∈ S1. (Here we use the continuity of the spectral
radius.) Since {A (κ) , κ ∈ S1} is a bounded family, Lemma 2.4 shows that A (κ) is uniformly power
bounded for κ ∈ S1 which completes the proof of Proposition 2.3.

Let us now assume that K is not empty. The following Lemma gives a description of A (κ) in
the neighborhood of any point of K .

Lemma 2.6. For all κ ∈ K , there exist an integer q, two positive constants C and δ, an open
neighborhood W of κ in C and an invertible matrix T (κ) that depends holomorphically on κ ∈ W
and that satisfies

• for all κ ∈ W , |T (κ)|+ |T (κ)−1| ≤ C,
• for all κ ∈ W , T (κ)−1 A (κ) T (κ) = diag (β1(κ), . . . , βq(κ),A](κ)), with β1(κ), . . . , βq(κ) ∈

C, A](κ) ∈ MN(s+1)−q(C), |A](κ)| ≤ C and ρ(A](κ)) ≤ 1− δ.

Let us complete the proof of Proposition 2.3 using Lemma 2.6. We use a finite covering of the
compact set K by open sets W1, . . . ,WK ⊂ C given in Lemma 2.6 (on each Wk, we have a change
of basis Tk(κ) that satisfies suitable properties). Let now κ = ei η ∈ S1 ∩Wk with 1 ≤ k ≤ K. The
von Neumann condition shows that the eigenvalues of A (κ) belong to D∪S1. Moreover, there exist
some positive constants Ck and δk that do not depend on κ ∈ S1 ∩Wk such that the diagonal block
A](κ) satisfies |A](κ)| ≤ Ck and ρ(A](κ)) ≤ 1 − δk. Applying Lemma 2.4, we find that the family
{A](κ) , κ ∈ S1∩Wk} is uniformly power bounded. Using the block diagonal decomposition of A (κ),
it follows that the family of matrices {A (κ) , κ ∈ S1 ∩Wk} is also uniformly power bounded. (Here
we use the property |βj(κ)| ≤ 1 for κ ∈ S1 ∩ Wk which follows from the von Neumann condition.)
In other words, there exists a constant C1 > 0 such that

∀κ ∈ S1 ∩ (W1 ∪ · · · ∪WK) , ∀n ∈ N , |A (κ)n| ≤ C1 .

For κ in the closed (hence compact) subset S1 \ (W1∪ · · ·∪WK) of S1, we know that the spectrum
of A (κ) lies inside D. Consequently, there exists a constant δ′ > 0 such that ρ(A (κ)) ≤ 1 − δ′ for
κ ∈ S1 \ (W1 ∪ · · · ∪WK). Applying Lemma 2.4 again, there exists a constant C2 > 0 such that

∀κ ∈ S1 \ (W1 ∪ · · · ∪WK) , ∀n ∈ N , |A (κ)n| ≤ C2 .

Consequently the matrix A (κ) is uniformly power bounded for κ ∈ S1, and the proof of Proposition
2.3 is complete. It only remains to prove Lemma 2.6... Since it is the first occurence in these notes
of arguments that will appear in several other places, we give a detailed proof of Lemma 2.6. Similar
arguments will be sometimes used as a “black box” later on.

Proof of Lemma 2.6. Let κ ∈ K . From the von Neumann condition, the eigenvalues of the am-
plification matrix split into two groups: eigenvalues on S1 and eigenvalues in D. We let z1, . . . , zm

denote the pairwise distinct eigenvalues of A (κ) on S1. The corresponding algebraic multiplicities
are denoted α1, . . . , αm. We also introduce the notation q := α1 + · · ·+ αm.

Let us consider an open neighborhood W of κ and a positive constant δ such that for all κ ∈ W ,
the eigenvalues of A (κ) belong to one of the following sets:

{ζ ∈ C , |ζ − z1| ≤ δ} , . . . , {ζ ∈ C , |ζ − zm| ≤ δ} , {ζ ∈ C , |ζ| ≤ 1− 3 δ} .

Up to shrinking δ and W , we can always assume that these disks do not intersect. Hence the disk
with center z1 contains α1 eigenvalues of A (κ), the disk with center zm contains αm eigenvalues,
and the disk centered at the origin containes N (s + 1)− q eigenvalues.

For κ ∈ W , the spectral projector Π(κ) of A (κ) on the generalized eigenspace E(κ) associated
with eigenvalues in {ζ ∈ C , |ζ| ≤ 1− 3 δ} is given by the Dunford-Taylor formula

Π(κ) =
1

2 i π

∫
{|w|=1−2 δ}

(w I −A (κ))−1 dw .
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The projector Π(κ) depends holomorphically on κ ∈ W , and its image has rank N (s + 1) − q.
Choosing a basis eq+1, . . . , eN(s+1) of the generalized eigenspace E(κ), the vectors

Π(κ) eq+1 , . . . , Π(κ) eN(s+1) ,

are linearly independent for κ sufficiently close to κ, and moreover they belong to E(κ). We have
thus constructed a basis (eq+1(κ), . . . , eN(s+1)(κ)) of E(κ) that depends holomorphically on κ for κ
sufficiently close to κ (that is, for all κ ∈ W up to shrinking W ).

The geometric regularity condition shows that the α1 eigenvalues of A (κ) which belong to the
disk {ζ ∈ C , |ζ − z1| ≤ δ} behave holomorphically on κ. Collecting the eigenvalues of A (κ) which
do not contribute to E(κ), there exist some holomorphic functions λ1, . . . , λq on the neighborhood
W of κ such that

∀κ ∈ W , sp(A (κ)) ∩ {ζ ∈ C , |ζ| > 1− 3 δ} = {β1(κ) , . . . , βq(κ)} .

The geometric regularity condition also shows that the eigenvalues βi(κ) admit some eigenvectors
ei(κ) that are defined holomorphically on the neighborhood W . To complete the proof of Lemma
2.6, it remains to observe that the vectors e1(κ), . . . , eN(s+1)(κ) are linearly independent, so this
property remains true for all κ ∈ W , up to shrinking W once again. We have therefore constructed
the column vectors of the invertible matrix T (κ). Since T and T−1 are holomorphic, they are also
bounded up to shrinking W . �

�

We now show on a series of examples that either Lemma 2.2 or Proposition 2.3 can be used to prove
stability for various well-known numerical schemes. In these examples, we shall also be interested in
giving a precise description of the eigenvalues of A (κ) near a point κ where the spectrum of A (κ)
meets S1.

2.3. The Lax-Friedrichs and leap-frog schemes. The Lax-Friedrichs approximation of (5) cor-
responds to the scheme (8) where

p = r = 1 , QLF :=
I + λ A

2
T−1 +

I − λ A

2
T .

In other words, the corresponding numerical scheme readsUn+1
j =

Un
j−1 + Un

j+1

2
− λ A

2
(Un

j+1 − Un
j−1) , j ∈ Z , n ≥ 0 ,

U0
j = fj , j ∈ Z .

(20)

We recall that the CFL number λ is a constant that is fixed from the beginning and that stands for
the ratio ∆t/∆x. Since A is diagonalizable with real eigenvalues, the result of Lemma 2.2 applies
and stability for (20) is encoded in the von Neumann condition. Letting λ1, . . . , λN denote the
eigenvalues of A and letting T denote an invertible matrix that diagonalizes A, an easy computation
gives4

T−1 ALF (ei η) T = diag (z1(η), . . . , zN (η)) , zj(η) := cos η − i λ λj sin η .

In particular, we have

|zj(η)|2 = cos2 η + (λ λj)2 sin2 η = 1 + [(λ λj)2 − 1] sin2 η . (21)

It is easy to deduce from (21) that if λ satisfies λ ρ(A) ≤ 1, then the von Neumann condition (18)
is satisfied and the scheme (20) is stable. Conversely, let us consider the case where λ satisfies
λ ρ(A) > 1, with for instance λ |λ1| > 1. For small η, we compute

|z1(η)|2 = 1 + [(λ λ1)2 − 1] η2 + O(η4) .

In particular, there holds |z1(η)| > 1 for all η 6= 0 sufficiently small. Corollary 2.1 then shows that
(20) is not stable. Summing up our computations, we have proved that the Lax-Friedrichs scheme
(20) is stable if and only if λ ρ(A) ≤ 1.

4The reader should be cautious with the notation λ which stands for the CFL number and the notation λj which

stands for the eigenvalues of A.
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Let us now fix a constant λ > 0 such that λ ρ(A) ≤ 1. We wish to study the behavior of the
eigenvalues zj(η) near points where these eigenvalues touch the unit circle. A first possible case is
when λ satisfies λ |λj | = 1 for some index j. Then zj(η) ∈ S1 for all η ∈ R. Moreover, it is easy
to verify the property z′j(η) 6= 0 in this case. Consequently, the parametrized curve {zj(η) , η ∈ R}
coincides with S1 and contains only regular points. The second possible case is when λ satisfies
λ |λj | < 1. Then (21) shows that zj(η) ∈ S1 if and only if η ∈ Z π. Furthermore, there holds
z′j(0) = −z′j(π) = −i λ λj . Assuming for simplicity that A is invertible, so that all the eigenvalues λj

are non-zero, the parametrized curve {zj(η) , η ∈ R} is an ellipse that is included in the unit disk,
and that meets the unit circle at ±1 which correspond to regular points. (When 0 is an eigenvalue
of A, the corresponding eigenvalue of the amplification matrix yields a parametrized curve that
describes the segment [−1, 1], whose contact points ±1 with S1 are singular points.)

The leap-frog scheme is more or less the most simple approximation of (5) with a two-steps
scheme. It corresponds to the scheme (14) where

s = p = r = 1 , Qlf,0 := −λ A (T−T−1) , Qlf,1 := I .

In other words, the corresponding numerical scheme reads
Un+1

j = Un−1
j − λ A (Un

j+1 − Un
j−1) , j ∈ Z , n ≥ 0 ,

U0
j = f0

j , j ∈ Z ,

U1
j = f1

j , j ∈ Z .

(22)

In this case, the amplification matrix is the block companion matrix

Alf (κ) :=
(
−λ (κ− κ−1) A I

I 0

)
.

Diagonalizing A and permuting rows and columns, there exists a fixed invertible matrix T such that

T−1 Alf (κ)T := diag
((

−λ λ1 (κ− κ−1) 1
1 0

)
, . . . ,

(
−λ λN (κ− κ−1) 1

1 0

))
.

Our goal is first to determine the CFL parameters λ for which the von Neumann condition holds.
For a fixed index j and a real number η, we need to determine the eigenvalues of the matrix(

−2 i λ λj sin η 1
1 0

)
.

The eigenvalues are the roots to the polynomial equation

(ω + i λ λj sin η)2 + (λ λj)2 sin2 η − 1 = 0 . (23)

Let us first consider the case λ |λj | > 1. Then choosing η = π/2, there exists one purely imaginary
root whose modulus equals λ |λj | +

√
(λ λj)2 − 1 and the von Neumann condition is not satisfied.

Let us now consider the case λ |λj | = 1. Choosing η = π/2 sgn(λ λj), −i is a double eigenvalue and
the corresponding 2 × 2 matrix is not diagonalizable. This shows that when λ ρ(A) equals 1, there
exists a non-semi-simple eigenvalue z ∈ S1 of Alf (ei η). Using Lemma 2.3, the scheme can not be
stable.

Eventually, let us show that in the case λ ρ(A) < 1 the leap-frog scheme (22) is stable. We are
going to apply Proposition 2.3. Since λ |λj | < 1, the roots to the polynomial equation (23) are

ω1,j(η) :=
√

1− (λ λj)2 sin2 η − i λ λj sin η , ω2,j(η) := −
√

1− (λ λj)2 sin2 η − i λ λj sin η .

Both roots ω1,j , ω2,j are real analytic functions, and ω1,j − ω2,j does not vanish. Furthermore, it
is straightforward to check that both eigenvalues ω1,j(η), ω2,j(η) belong to S1 for all η ∈ R. Let
κ ∈ S1. We have already seen that the spectrum of the amplification matrix A (κ) is included in S1.
The eigenvalues of each matrix (

−λ λj (κ− κ−1) 1
1 0

)
,
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are simple. For κ ∈ C in a sufficiently small neighborhood of κ, the two eigenvalues and corresponding
eigenvectors of (

−λ λj (κ− κ−1) 1
1 0

)
,

depend holomorphically on κ. Collecting the eigenvalues and eigenvectors of each diagonal block
in A (κ), we have proved that the leap-frog scheme is geometrically regular when λ ρ(A) < 1.
Applying Proposition (2.3), we conclude that the leap-frog scheme is stable (and in this case it
is also geometrically regular) if and only if λ ρ(A) < 1. In that case, the parametrized curve
{ω1,j(η) , η ∈ R} describes part of the unit circle S1, and it has exactly two singular points of order
2 corresponding to the values η− π/2 ∈ Z π. (The curve parametrized by ω2,j has exactly the same
behavior.)

Let us develop here an elementary calculation which shows stability for the leap-frog scheme (22)
when λ ρ(A) < 1. We make the additional assumption that the matrix A is symmetric, and therefore
|A| = ρ(A). We start from the relation (22), take the scalar product with the vector Un+1

j + Un−1
j

and sum with respect to j ∈ Z. This yields∑
j∈Z

|Un+1
j |2 −

∑
j∈Z

|Un−1
j |2 = −

∑
j∈Z

(Un+1
j )∗

[
λ A (Un

j+1 − Un
j−1)

]
−
∑
j∈Z

(Un−1
j )∗

[
λ A (Un

j+1 − Un
j−1)

]
.

Using the symmetry of A and performing a “discrete integration by parts”, we obtain∑
j∈Z

|Un+1
j |2 −

∑
j∈Z

|Un−1
j |2 =

∑
j∈Z

[
λ A (Un+1

j+1 − Un+1
j−1 )

]∗
Un

j −
∑
j∈Z

(Un−1
j )∗

[
λ A (Un

j+1 − Un
j−1)

]
.

We use the latter relation for both cases n odd and n even, and sum the corresponding two equalities.
Using new indeces and summing with respect to n, we obtain∑

j∈Z
|U2 n

j |2 +
∑
j∈Z

|U2 n+1
j |2 −

∑
j∈Z

|f0
j |2 +

∑
j∈Z

|f1
j |2

=
∑
j∈Z

[
λ A (U2 n+1

j+1 − U2 n+1
j−1 )

]∗
U2 n

j −
∑
j∈Z

[
λ A (f1

j+1 − f1
j−1)

]∗
f0

j .

Applying Cauchy-Schwarz inequality and collecting terms, we obtain

(1− λ |A|)
∑
j∈Z

|U2 n
j |2 + |U2 n+1

j |2 ≤ (1 + λ |A|)
∑
j∈Z

|f0
j |2 + |f1

j |2 .

Multiplying by ∆x, we have thus proved stability for (22) under the assumption that A is symmetric
and satisfies λ ρ(A) < 1. Of course, this “energy method” based on integration by parts does not
predict instability in the case λ ρ(A) ≥ 1, neither does it give information about the behavior of the
eigenvalues of the amplification matrix.

For the Lax-Friedrichs and leap-frog schemes, we have focused on the description of the parame-
trized curves {zj(η)}, where zj(η) is an eigenvalue of the amplification matrix A (ei η). In these two
examples, the eigenvalues can be parametrized globally by smooth periodic functions of η ∈ R. Such
curves are represented in Figure 1. The following paragraph will give examples of numerical schemes
for which the eigenvalues can still be parametrized globally but the associated parametrized curve
can have a more complex behavior as above. It is important to understand what are the possible
behaviors for these curves since these observations will play an important role in Section 3.

2.4. The Runge-Kutta schemes or how to produce singular points of even order. In this
paragraph we follow [8, chapter 6] and introduce a class of high order numerical schemes based
on the Runge-Kutta approximation for ordinary differential equations. The general method is the
following: we start from (5) and first introduce a discretization of the space variable (this is usually
called semi-discretization). This amounts to introducing a space step ∆x > 0 and approximating
the solution u(t, x) to (5) by a sequence of function (vj(t))j∈Z where for all j ∈ Z, vj(t) represents an
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Figure 1. Left : parametrized curves of eigenvalues for the Lax-Friedrichs scheme
(20) (the unit circle in black, the eigenvalue curve for λ |λj | = 0.8 in red, and the
eigenvalue curve for λ |λj | = 0.5 in blue). Right : parametrized curves of eigenvalues
for the leap-frog scheme (22) (the unit circle in black, the eigenvalues curves for
λ |λj | = 0.8 in red and blue).

approximation of u(t, j ∆x). One example is obtained by observing that for all sufficiently smooth
function f , there holds

2
3 ε

(f(ε)− f(−ε))− 1
12 ε

(f(2 ε)− f(−2 ε)) = f ′(0) + O(ε4) .

Then the Cauchy problem (5) can be approximated by the semi-discrete problem5v̇j = − 2
3 ∆x

A (vj+1 − vj−1) +
1

12 ∆x
A (vj+2 − vj−2) , j ∈ Z , t ≥ 0 ,

vj(0) = f(j ∆x) , j ∈ Z .

The latter problem is a linear system of ordinary differential equations for which we can apply the
fourth order Runge-Kutta integration rule6 with time step ∆t = λ ∆x (recall that the CFL number
λ is a fixed constant). The following observation follows from a straightforward computation: for a
linear ordinary differential equation

Ẋ = LX , X(0) = X0 ,

the fourth order Runge-Kutta method reads

Xn+1 =
4∑

k=0

(∆t L)k

k!
Xn .

Applying this rule to the above linear system for the vj ’s, we obtain the following fully discrete
approximation for (5):Un+1

j =
4∑

k=0

(
λ A Q̃

)k
k!

Un
j , j ∈ Z , n ∈ N ,

U0
j = fj , j ∈ Z ,

Q̃ := −2
3

(T−T−1) +
1
12

(T2 −T−2) . (24)

The scheme (24) can be written under the form (8), (9) with p = r = 8. Our goal is now to
determine the values of the CFL number λ for which the scheme (24) is stable. Applying Lemma

5Here we use the rather standard “dot” notation for the time derivative in an ordinary differential equation.
6We refer to [17] for an introduction to the discretization of ordinary differential equations.



20 JEAN-FRANÇOIS COULOMBEL

2.2, we already know that it is sufficient to verify the von Neumann condition. Once again, we let
λ1, . . . , λN denote the (real) eigenvalues of A, and we compute the eigenvalues of the corresponding
amplification matrix A by diagonalizing A. The eigenvalues z1(η), . . . , zN (η) of A (ei η) are given
by

∀ j = 1, . . . , N , zj(η) =
4∑

`=0

(
λ λj q(η)

)`
`!

, q(η) := −i
sin η

3
(4− cos η) .

The modulus of zj(η) is computed by using the fact that q(η) is purely imaginary, and we obtain

|zj(η)|2 = 1− (λ λj)6

52488
h(η)6

(
1− (λ λj)2

72
h(η)2

)
, h(η) := sin η (4− cos η) . (25)

It follows from (25) that the scheme (24) satisfies the von Neumann condition if and only if
λ ρ(A) maxR |h| ≤ 6

√
2. The maximum of |h| on R can be explicitely computed by studying the

variations of h and we obtain

max
R
|h| =

(
3 +

√
6

2

) √
√

6− 3
2

.

The maximum value for λ ρ(A) that ensures stability equals approximately 2.06. The reader can
check that |h| attains its maximum for η±η0 ∈ Z 2 π where η0 is uniquely determined by η0 ∈ ]π/2, π[
and cos η0 = 1−

√
3/2.

We now wish to analyze the behavior of the parametrized curve {zj(η) , η ∈ R} according to the
possible values of λ λj . For simplicity again, we assume that 0 does not belong to sp(A). Let us
first consider the case where λ |λj | maxR |h| < 6

√
2. Then it follows from (25) that zj(η) belongs

to S1 if and only if η ∈ Z π. Moreover, there holds zj(0) = zj(π) = 1, z′j(0) = −i λ λj 6= 0 and
z′j(π) = 5 i λ λj/3 6= 0. Consequently the curve {zj(η) , η ∈ R} has one regular contact point with
the unit circle (this point is attained in two different ways but each time it corresponds to a regular
point). An example of such a curve is depicted in red in the left picture of Figure 2. The unit circle
is depicted in black.

Let us now consider the more interesting case where λ |λj | maxR |h| = 6
√

2, and let us even further
assume λj > 0, the case λj < 0 being entirely similar. The formula (25) shows that zj(η) ∈ S1 if and
only if η ∈ Z π or η ± η0 ∈ Z 2 π. As above, we compute zj(0) = zj(π) = 1, z′j(0) = −i λ λj 6= 0 and
z′j(π) = 5 i λ λj/3 6= 0. We also compute z′j(±η0) = 0 since h′(±η0) = 0. An elementary calculation
yields the relations

zj(η0) = zj(−η0) = −1
3

+ i
2
√

2
3

, z′′j (η0) = z′′j (−η0) = λ λj h′′(η0)

(
2
√

2
9

+ i

)
, h′′(η0) < 0 .

The points zj(±η0) are singular points of order 2 on the curve {zj(η) , η ∈ R}. Moreover, there
exists a constant c > 0 such that for all η close to η0, there holds

|zj(η)| = 1− c (η − η0)2 + o((η − η0)2) ,

and there is a similar behavior in the neighborhood of −η0. The curve parametrized by zj is depicted
in blue in the left picture of Figure 2.

The scheme (24) gives an example for an eigenvalue zj of the amplification matrix such that
the curve {zj(η) , η ∈ R} has a singular contact point of order 2 with S1 and this curve is not
included in S1 (as was the case with the leap-frog scheme). As a matter of fact, it is now not so
difficult to generalize the example (24) in order to give an example of a stable scheme which produces
some eigenvalues whose corresponding parametrized curves have a singular contact point with S1 of
arbitrarily large even order. Moreover these parametrized curves will not be included in S1. Let us
detail how this generalization can be performed.

Let us consider an integer J ∈ N that is fixed once and for all. Then we define the numbers

∀ j = 0, . . . , J , qj :=
CJ−j

2 J+1

22 J+1 (2 j + 1)
, (26)
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Figure 2. Left : parametrized curves of eigenvalues for the Runge-Kutta scheme
(24) (the unit circle in black, the eigenvalue curve for λ |λj | maxR |h| = 6

√
2 ×

0.8 in red, and the eigenvalue curve for λ |λj | maxR |h| = 6
√

2 in blue). Right :
parametrized curves of eigenvalues for the Runge-Kutta scheme (27) (the unit circle
in black, the eigenvalue curve for λ |λj |MJ = 3

√
3/4 in red and the eigenvalue curve

for λ |λj |MJ =
√

3 in blue).

where Ck
n denotes the binomial coefficient. Using these numbers, we define the following finite

difference operator (we feel free to use similar notation as above)

Q̃ :=
J∑

j=0

qj

(
T1+2 j −T−1−2 j

)
.

This operator is constructed as an approximation of the space derivative ∂x. Indeed, the properties
of the binomial coefficients show that for all sufficiently smooth function f , there holds

J∑
j=0

qj

(
f((1 + 2 j) ε)− f(−(1 + 2 j) ε)

)
= ε f ′(0) + O(ε3) .

We now consider the Runge-Kutta integration rule of order 3 for the linear system of ordinary dif-
ferential equations obtained after semi-discretizing the space derivative ∂x by means of the operator
Q̃/∆x (we recall that λ still denotes the CFL number ∆t/∆x)7. This procedure gives the fully
discretized scheme Un+1

j =
3∑

k=0

(
− λ A Q̃

)k
k!

Un
j , j ∈ Z , n ∈ N ,

U0
j = fj , j ∈ Z .

(27)

For the scheme (27), we have p = r = 3 (1 + 2 J), and applying Lemma 2.2 again, stability is
equivalent to the von Neumann condition. The latter condition is verified by diagonalizing the
matrix A. The eigenvalues zj(η) of the amplification matrix A (ei η) are given by

zj(η) = 1− (λ λj)2

2
h(η)2 − i λ λj h(η)

(
1− (λ λj)2

6
h(η)2

)
,

h(η) :=
J∑

j=0

2 qj sin((2 j + 1) η) . (28)

7We could have used again the Runge-Kutta integration rule of order 4 as in the preceeding example, but we

propose this new example to convince the reader that there is a very wide choice of approximation procedures.
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We compute

|zj(η)|2 = 1− (λ λj)4

12
h(η)4

(
1− (λ λj)2

3
h(η)2

)
,

so stability of (27) is equivalent to the condition λ ρ(A) maxR |h| ≤
√

3. The main properties of the
function h are summarized in Lemma 2.7 below.

Lemma 2.7. Let the numbers qj be defined by (26) and let h be defined in (28). Then h is odd and
satisfies

∀ η ∈ R , h′(η) = cos2 J+1 η .

The function h vanishes exactly for η ∈ Z π. The maximum of h on R, that we denote MJ , is
positive and is attained when η−π/2 ∈ Z 2 π. The minimum of h on R equals −MJ , and is attained
when η + π/2 ∈ Z 2 π.

Proof of Lemma 2.7. It is clear that h is odd, and we now differentiate h using the expression (26)
of the qj ’s, obtaining

h′(η) =
1

22 J

J∑
j=0

CJ−j
2 J+1 cos((2 j + 1) η) =

1
22 J

J∑
j=0

Cj
2 J+1 cos((2J + 1− 2 j) η)

=
1

22 J+1

2 J+1∑
j=0

Cj
2 J+1 cos((2J + 1− 2 j) η) = Re

(
ei η + e−i η

2

)2 J+1

= cos2 J+1 η ,

where we have first changed j for J − j, and then used the symmetry of the binomial coefficients.
It follows that h behaves exactly as the sine function: h vanishes at 0, is increasing on [0, π/2],

attains its maximum at π/2, is decreasing on [π/2, 3 π/2] and vanishes at π, attains its minimum at
3 π/2, and so on. �

Remark 2.3. The value of MJ in Lemma 2.7 coincides with the Wallis integral
∫ π/2

0
cos2 J+1 η dη,

that is 22 J (J !)2/(2 J +1)!. Since MJ tends to 0 as J tends to +∞, we see that the range of stability
λ ρ(A) ∈ [0;

√
3/MJ ] for the scheme (27) is getting larger and larger with J going to +∞ (meaning

that for large J , the CFL number λ can be chosen large).

We now analyze the behavior of the curve {zj(η) η ∈ R}, dealing first with the easier case
λ |λj |MJ <

√
3. We also assume that 0 does not belong to sp(A) for simplicity. Then zj(η) ∈ S1 if

and only if η ∈ Z π, and we compute zj(0) = zj(π) = 1, z′j(0) = z′j(π) = −i λ λj 6= 0. The contact
point with the unit circle is a regular point, as can be seen in the right picture of Figure 2 (red
curve).

Let us now assume that the CFL number is chosen such that λ λj MJ =
√

3 (we consider the
case λj > 0). Then Lemma 2.7 shows that zj(η) ∈ S1 if and only if η ∈ Z π/2. We still have
zj(0) = zj(π) = 1, z′j(0) = z′j(π) 6= 0, and we focus from now on on the behavior of zj near η = π/2.
We first compute zj(π/2) = −1/2− i

√
3/2. Using Lemma 2.7, we also have

h′(π/2) = · · · = h(2 J+1)(π/2) = 0 , h(2 J+2)(π/2) = −(2 J + 1)! .

Performing a Taylor expansion in (28), we obtain

zj(η) = −1
2
− i

√
3

2
+

λ λj

2 J + 2

(√
3− i

2

)
(η − π/2)2 J+2 + O((η − π/2)2 J+3) .

In particular, zj(π/2) is a singular point of order 2 J + 2 and we have

|zj(η)| = 1− 3
8 MJ (J + 1)

(η − π/2)2 J+2 + o((η − π/2)2 J+2) .
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The behavior of the curve parametrized by zj near η = −π/2 is similar (it is just obtained by a
complex conjugation). We refer to the right picture in Figure 2 for a representation of this curve
with two singular points of high order8.

2.5. Multisteps schemes or how to produce singular points of odd order. In this paragraph,
we are going to construct an example of a scheme of the form (14) with s = 1, r = 3, p = 4, that is
stable as long as λ ρ(A) ≤ 1, that is geometrically regular and such that in the case λ ρ(A) = 1, one
of the parametrized curves associated with eigenvalues of the amplification matrix has a singular
contact point of order 3 with S1. This example is mainly constructed in order to convince the
reader that singular contact points of odd order do exist ! However the reader should keep in mind
that the scheme defined below is probably useless for practical applications, as was the case for the
scheme (27). Its interest is purely theoretical. As it will appear below, it is not so straightforward
to construct such an example, or at least we have not found - despite repeated efforts - an easier
construction.

We start from (5), semi-discretize the space variable by means of a finite difference operator,
leading to the system of ordinary differential equations

v̇j =
1

∆x
A Q] vj , j ∈ Z .

Then we apply the Adams-Bashforth quadrature rule of order 2. The numerical scheme thus readsUn+1
j = Un

j + λ

(
3
2

A Q] Un
j −

1
2

A Q] Un−1
j

)
, j ∈ Z , n ≥ 1 ,

U0
j = f0

j , U1
j = f1

j , j ∈ Z .
(29)

We choose the finite difference operator Q] of the form

Q] :=
4∑

`=−3

q` T` ,

where the real numbers q−3, . . . , q4 are defined as the unique solution to the linear system

1 1 1 1 1 1 1 1
−3 −2 −1 0 1 2 3 4
9 4 1 0 1 4 9 16
−1 1 −1 1 −1 1 −1 1
3 −2 1 0 −1 2 −3 4
−9 4 −1 0 −1 4 −9 16
27 −8 1 0 −1 8 −27 64
−81 16 −1 0 −1 16 −81 256





q−3

q−2

q−1

q0

q1

q2

q3

q4


=



0
−1
1
−1
0
0
−1
1


. (30)

The first two rows of the linear system (30) ensure that for all smooth function f , there holds

4∑
`=−3

q` f(` ε) = −f ′(0) ε + o(ε) ,

so (29) is really an approximation of (5). The reader can easily check either by hand made calcula-
tions or on a computer that the matrix of the above linear system is invertible so the scheme (29)
is well-defined. The amplification matrix of (29) is given by the formula (16). Diagonalizing A and

8Of course, when one only considers the curve and not its parametrization, it is impossible to distinguish between
a singular point of order 2 and a singular point of order 2 J +2. The two pictures in Figure 2 look similar even though

the right picture represents a more degenerate situation.



24 JEAN-FRANÇOIS COULOMBEL

permuting rows and columns, there exists an invertible matrix T such that for all η ∈ R, there holds

A (ei η) = diag

((
1 +

3 λ λ1

2
q(η) −λ λ1

2
q(η)

1 0

)
, . . . ,

(
1 +

3 λ λN

2
q(η) −λ λN

2
q(η)

1 0

))
,

q(η) :=
4∑

`=−3

q` ei ` η .

The function q satisfies

q(0) = 0 , q′(0) = −i , q′′(0) = −1 ,

q(π) = −1 , q′(π) = q′′(π) = 0 , q(3)(π) = i , q(4)(π) = 1 , (31)

as can be checked by using (30).
We now wish to determine the CFL numbers λ for which the scheme (29) is stable. More

precisely, we are going to show that if all eigenvalues of A are nonnegative and if λ ρ(A) ≤ 1, then
the amplification matrix of (29) is geometrically regular and satisfies the von Neumann condition.
This will enable us to apply Proposition 2.3 and deduce stability for (29). We shall need the following
preliminary result.

Lemma 2.8. The mapping

κ ∈ S1 7−→ 2 κ (κ− 1)
3 κ− 1

,

is injective and thus defines a closed simple curve C ⊂ C ' R2. The interior I of C is a strictly
convex region that contains the segment ]− 1, 0[. Moreover, 1 belongs to the exterior of C .

Proof of Lemma 2.8. We consider the mapping

θ ∈ [−π, π] 7−→
2 ei θ

(
ei θ − 1

)
3 ei θ − 1

= x(θ) + i y(θ) .

Direct computations yield y(0) = y(±π) = 0, and ±y(θ) > 0 if ±θ ∈ ]0, π[. Furthermore, x is
increasing on [−π, 0] and decreasing on [0, π]. These properties imply that C is a simple closed
curve (see Figure 3 for a representation of C ). The reader can also check that (x′)2 + (y′)2 does not
vanish so every point of C is regular.

The interior of C is well-defined thanks to Jordan’s Theorem. It is strictly convex provided that
the curvature of C is nonnegative and vanishes at finitely many points. This amounts to proving
that x′ y′′ − x′′ y′ is nonnegative and vanishes at finitely many points. We compute

x′(θ) y′′(θ)− x′′(θ) y′(θ) =
6 (1−X) (3 X2 − 3 X + 4)

(5− 3 X)3

∣∣∣
X=cos θ

≥ 0 ,

so I is strictly convex. �

The following Lemma explains the link between the curve C and stability of the scheme (29).

Lemma 2.9. Let us assume that for all η 6∈ Z π, q(η) ∈ I , where the region I is defined in Lemma
2.8. If all eigenvalues of A are nonnegative and if furthermore λ ρ(A) ≤ 1, then the scheme (29) is
stable.

Proof of Lemma 2.9. • Let us start with the following simple observations. The matrix

M(α) :=
(

1 + 3 α/2 −α/2
1 0

)
has at least one eigenvalue in S1 if and only if α ∈ C . By a connectedness argument, this means
that for α ∈ I , M(α) has two eigenvalues in D (just look at the case α = −1/2). If α belongs to the
exterior of C , then M(α) has one eigenvalue in D and one eigenvalue in U (look at the case α = 1).
Moreover, M(α) has a double eigenvalue if and only if α = −2/9 ± i 4

√
2/9, and in that case the

double root belongs to D. If α ∈ C , then M(α) can not have two distinct eigenvalues on S1 (use
Lemma 2.8) so M(α) has exactly one eigenvalue in D and one eigenvalue on S1. If we summarize,
the eigenvalues of M(α) belong to the closed unit disk provided that α belongs to I ∪ C .
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Figure 3. The curve C (black line), and the curve {λ λj q(η) , η ∈ R} for λ λj =
1/4, λ λj = 1/2 and λ λj = 1 (red dots). The crosses represent the points −2/9 ±
i 4
√

2/9.

• According to the reduction of the amplification matrix, the von Neumann condition will be
satisfied if for all eigenvalue λj of A and for all η ∈ R, the eigenvalues of M(λ λj q(η)) belong to
the closed unit disk. We compute q(0) = 0 ∈ C and q(π) = −1 ∈ C , so for all η ∈ R, there holds
q(η) ∈ I ∪ C thanks to the assumption of Lemma 2.9. The convexity of I shows that under
the CFL condition λ ρ(A) ≤ 1, there holds λ λj q(η) ∈ I ∪ C . (Here we have used the fact that
eigenvalues of A are nonnegative.) Using the above observations, we conclude that the eigenvalues
of the matrix M(λ λj q(η)) belong to the closed unit disk. Consequently the von Neumann condition
is satisfied.
• It remains to show that the amplification matrix satisfies the geometric regularity condition

stated in Definition 2.3 and we shall be able to apply Proposition 2.3 to conclude. Using the
diagonalization of A (ei η) in blocks of the form M(λ λj q(η)), we already see that it is sufficient to
prove a geometric regularity condition on each 2 × 2 block. Moreover, the exponential is locally
a biholomorphic diffeomorphism so working in a complex neighborhood of some κ = ei η ∈ S1 is
equivalent to working in a complex neighborhood of η ∈ R.

Let us first consider the case λ λj < 1. The strict convexity of I shows that λ λj q(η) ∈ C
if and only if q(η) ∈ Z 2 π. For η = 0, the eigenvalues of M(0) are 0 and 1, so 1 is a simple
hence geometrically regular eigenvalue of M(λ λj q(η)). If we consider the case λ λj = 1, we have
λ λj q(η) ∈ C if and only if q(η) ∈ Z π. For η = π, the eigenvalues of M(−1) are −1 and 1/2 so −1
is also a simple hence geometrically regular eigenvalue of M(λ λj q(η)). The proof of Lemma 2.9 is
complete. �

Figure 3 gives some numerical evidence that the curve {q(η) , η ∈ R} remains within the interior
of C . However, we must confess that we have not been able (or not brave enough) to find a complete
proof of this fact. As such, stability of (29) under the appropriate CFL condition remains an “if
result”.

Let us focus on the behavior of the eigenvalues of the block M(q(η)), assuming that λ λj = 1. As
we have seen in the proof of Lemma 2.9, M(q(η)) has an eigenvalue on S1 if and only if η ∈ Z π. If
η = 0, 1 is a simple eigenvalue whose Taylor expansion near η = 0 reads (use the relations (31))

z(η) = 1− i η − η2 + o(η2) , |z(η)| = 1− 1
2

η2 + o(η2) .
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If η = π, −1 is a simple eigenvalue whose Taylor expansion near η = π reads (use the relations (31)
again)

z(η) = −1 +
2 i

9
(η − π)3 +

1
18

(η − π)4 + o((η − π)4) , |z(η)| = 1− 1
18

(η − π)4 + o((η − π)4) .

In particular, the above Taylor expansions show that for all η 6= 0 sufficiently small and for all η 6= π
sufficiently close to π, the eigenvalues of M(q(η)) belong to D. Furthermore, the eigenvalue curve
passing through −1 has a singular contact point of order 3. We refer to Figure 4 for a representation
of the spectrum of M(q(η)), that is for the case λ λj = 1.

Figure 4. The eigenvalues of M(q(η)) in red and the unit circle in black.

2.6. A few facts to remember in view of what follows, and a (not very interesting)
conjecture. We try to summarize here a few facts that should be kept in mind since they will play
an important role in the following Section. The von Neumann condition is only a necessary sufficient
condition for stability. However, in one space dimension, the geometric regularity condition for the
amplification matrix is more or less always satisfied. This is rather clear for one step schemes (s = 0)
since usually the matrices A` can be simultaneously diagonalized. For multistep schemes as the leap-
frog scheme, this is a little less obvious but it can usually be checked by rather simple arguments.
The main advantage of the geometric regularity property is that it characterizes stability by means
of the von Neumann condition, thus ruling out pathological Jordan blocks.

The main difference between the theory of hyperbolic partial differential equations and their
discrete counterparts lies in the behavior of eigenvalues of the amplification matrix. For the contin-
uous Cauchy problem, one passes from û(0, ξ) to û(∆t, ξ) through a multiplication by the matrix
exp(−i∆t ξ A), see (7). In particular, the eigenvalues of the exact amplification matrix belong to
S1 for all frequency ξ. On the Fourier side, this property shows that modes associated with any
frequency are not damped so that the L2 norm of the solution is conserved (at least up to an ap-
propriate change of unknown that diagonalizes A). At the discrete level, the eigenvalues of the
amplification matrix are not necessarily located on S1 since they can also belong to D. Eigenvalues
in D correspond to an exponential damping as what happens more or less for parabolic equations.
(To have a low dissipation, the eigenvalues of the amplification matrix should remain as close as
possible to S1.)

What makes the situation for discrete problems far more complicated is that for high frequencies,
eigenvalues of the amplification matrix may approach S1 again. (For consistent schemes, there is
always a group of eigenvalues located at 1 for η = 0.) This may give rise to singular contact points
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that are analogous to glancing frequencies in the theory of partial differential equations. Here, such
glancing frequencies are also associated to some kind of dissipation phenomenon. We refer to [21]
for some more details on this issue. The previous examples were given in order to show that many
possible singular contact points may appear. As a matter of fact, our conjecture is the following: if
we consider for simplicity the scalar transport equation

∂tu + ∂xu = 0 , u(0, x) = f(x) ,

and if we consider two integers m1 ∈ N, m2 ∈ N such that m1 > 0 and 2m2 ≥ m1, then there exists
a stable and geometrically regular numerical scheme such that there exists one eigenvalue curve
defined in the neighborhood of some η ∈ R and satisfying

z(η) = z + α (η − η)m1 + o((η − η)m1) , |z(η)| = 1− c (η − η)2 m2 + o((η − η)2 m2) ,

where z ∈ S1, α ∈ C\{0} and c > 0. Of course, the numerical scheme should also be consistent with
the transport equation in order to be meaningful. The examples above show that the conjecture is
true at least for m1 = 2m2 as well as for m1 = 3 and m2 = 2. We do not think however that this
conjecture is really meaningful from a mathematical point of view. Our message is the following: if
we wish to develop a general stability theory that covers all “reasonable” numerical schemes in one
space dimension, then geometric regularity is not a strong assumption but the price to pay is the
appearance of infinitely many possible singular contact points with S1 corresponding to the above
Taylor expansions. Such glancing/dissipative frequencies do not appear in the analogous theory for
partial differential equations, see for instance [2, chapter 4].
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3. Fully discrete initial boundary value problems: stability with zero initial data

3.1. Finite difference discretizations and strong stability. From now on, we consider the
continuous problem (1) which we discretize by means of a finite difference scheme. Let us assume
that we have already chosen one discretization of the hyperbolic operator, as in Section 2, and that
this scheme involves r points on the left and p points on the right, see (9) or (15). Here the space grid
is not indexed by Z anylonger since we consider a problem on a half-line. Up to using a translation
on the indeces, we can always assume that the space grid is indexed by {j ∈ Z , j ≥ 1 − r}. This
means that the solution u to (1) is approximated by a sequence (Un

j ) defined for j ≥ 1 − r and
n ≥ 0. If the initial condition (U0

j )j≥1−r is known, then we can not apply the discretization of the
hyperbolic operator at points j = 1− r, . . . , 0 because this would require using some values U0

` with
` ≤ −r. Consequently, a discretization of (1) must involve (i) one discretization of the hyperbolic
operator to be used at points j ≥ 1, and (ii) one way to discretize the boundary conditions to be
used at the grid points j = 1 − r, . . . , 0. As we have already seen in Section 2, there are many
possible choices for discretizing the hyperbolic operator and the reader will no doubt imagine that
there is also a wide choice of possibilities for discretizing the boundary conditions. We do not aim
here at considering the most general schemes but we shall try nevertheless to encompass a wide class
of discretizations, both in terms of the hyperbolic operator and in terms of the boundary conditions.
Some rather simple examples are given at the end of this Section. Some others may be found in [9]
and [8, chapters 11, 13] as well as in the references cited therein. In the examples that we shall detail
at the end of this Section, we shall see that discretizing the boundary conditions is not especially
difficult in one space dimension since one can then separate incoming from outgoing characteristics.
Achieving high order approximation together with stability is however more delicate.

After this short introduction, let us now introduce the finite difference approximation of (1). We
let ∆x, ∆t > 0 denote a space and a time step where λ = ∆t/∆x is a fixed positive constant, and
we also let p, q, r, s denote some fixed integers. The solution to (1) is approximated by a sequence
(Un

j ) defined for n ∈ N, and j ∈ 1− r + N. For j = 1− r, . . . , 0, the vector Un
j should be understood

as an approximation of the trace u(n ∆t, 0) on the boundary {x = 0}, and possibly the trace of
normal derivatives. For instance, in the case r = 1, there is one grid point in the discrete boundary,
and Un

0 is an approximate value of u(n ∆t, 0). In the case r = 2, there are two grid points in the
discrete boundary: Un

0 is still an approximate value of u(n ∆t, 0) and the scheme can be built in
such a way that (Un

0 − Un
−1)/∆x is an approximation of ∂xu(n ∆t, 0). In some sense, the integer r

can give a measure of the order of approximation at the boundary. (It is rather clear that with only
one grid point in the discrete boundary, one will hardly reach an approximation of order 10...) The
boundary meshes [j ∆x, (j + 1) ∆x[, j = 1− r, . . . , 0, shrink to {0} as ∆x tends to 0, so the formal
continuous limit problem as ∆x tends to 0 is set on the half-line R+. In these notes, we consider
finite difference approximations of (1) that read

Un+1
j =

s∑
σ=0

Qσ Un−σ
j + ∆t Fn

j , j ≥ 1 , n ≥ s ,

Un+1
j =

s∑
σ=−1

Bj,σ Un−σ
1 + gn+1

j , j = 1− r, . . . , 0 , n ≥ s ,

Un
j = fn

j , j ≥ 1− r , n = 0, . . . , s ,

(32)

where the operators Qσ and Bj,σ are given by:

Qσ :=
p∑

`=−r

A`,σ T` , Bj,σ :=
q∑

`=0

B`,j,σ T` . (33)

In (33), all matrices A`,σ, B`,j,σ belong to MN (R) and are independent of the small parameter ∆t,
while T still denotes the shift operator as in Section 2. Let us emphasize that we deal here with
explicit schemes for simplicity. If the solution is known up to the time index n ≥ s, then the scheme
first determines Un+1

j for j ≥ 1 by applying the discretization of the hyperbolic operator. Then the
scheme determines the values Un+1

1−r , . . . , Un+1
0 by applying the operators Bj,σ. We believe that some

of the arguments below can be adapted to some implicit discretizations as in [9].
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In Section 2, we have studied the stability of fully discrete hyperbolic equations on the whole real
line. Stability for a numerical scheme had been defined in order to reproduce the energy estimate
(6) that was known to hold for the continuous problem. The definition of stability for (32) follows
the same approach, except that here we wish to study the sensitivity of the solution with respect to
three possible source terms: the interior source term (Fn

j ), the boundary source term (gn
j ) and the

initial data f0, . . . , fs. We shall in some sense cut the problems into two pieces and deal first with
the case of zero initial data. Nonzero initial data will be considered in Section 5. For zero initial
data, an appropriate notion of stability was introduced in [9]:

Definition 3.1 (Strong stability [9]). The finite difference approximation (32) is said to be strongly
stable if there exists a constant C0 such that for all γ > 0 and all ∆t ∈ ]0, 1], the solution (Un

j ) of
(32) with f0 = · · · = fs = 0 satisfies the estimate:

γ

γ ∆t + 1

∑
n≥s+1

∑
j≥1−r

∆t ∆x e−2 γ n ∆t |Un
j |2 +

∑
n≥s+1

p∑
j=1−r

∆t e−2 γ n ∆t |Un
j |2

≤ C0

γ ∆t + 1
γ

∑
n≥s

∑
j≥1

∆t ∆x e−2 γ (n+1) ∆t |Fn
j |2 +

∑
n≥s+1

0∑
j=1−r

∆t e−2 γ n ∆t |gn
j |2
 . (34)

In Definition (3.1), the stability estimate (34) should be understood as follows: if the source terms
(Fn

j ), (gn
j ) are such that the right hand-side of the inequality is finite, then the solution (Un

j ) should
satisfy the latter inequality and the constant C0 is independent of γ > 0 and ∆t ∈ ]0, 1]. If the source
terms are such that the right hand-side of the inequality is infinite, then (32) still uniquely defines
a sequence (Un

j ) but we do not require this solution to satisfy anything. The terminology “strong
stability” is used to emphasize that the solution is estimated in the same norm as the data. Here
there are an interior source term and a boundary source term so the natural requirement is to ask
for a control of U in the interior domain and a control of the “trace” of U . To be completely honest,
we should warn the reader that Definition 3.1 above is not exactly the notion of strong stability
introduced in [9]. In [9], the authors considered in the left-hand side of the inequality the term∑

n≥s+1

0∑
j=1−r

∆t e−2 γ n ∆t |Un
j |2 ,

in order to estimate the trace of the solution (Un
j ) while here we make the sum run from 1 − r

to p. This modification is motivated by the results of the following paragraphs where we wish
to characterize - as easily as possible - strong stability by means of an estimate for the so-called
resolvent equation. Such a characterization is easily proved if we consider this slightly stronger
notion of stability, while we have not been able to fill the gap in [9] with their weaker notion.

There are two ways to remember the stability estimate of Definition (3.1), and to understand why
the various weights involving γ and ∆t are meaningful. Studying first the limit ∆t → 0, we should
recover formally an energy estimate for the continuous problem (1). Indeed, if we let formally ∆t
tend to 0, assuming that all quantities have a limit, we obtain

γ

∫ ∫
R+×R+

e−2 γ t|u(t, x)|2 dt dx +
∫

R+
e−2 γ t|u(t, 0)|2 dt

≤ C0

{
1
γ

∫ ∫
R+×R+

e−2 γ t|F (t, x)|2 dt dx +
∫

R+
e−2 γ t|g(t)|2 dt

}
.

The latter energy estimate is known to hold for solutions of (1) with zero initial data as soon as the
well-posedness condition (4) holds. This can be checked by using the formulae (2), (3). Of course,
the above limit is completely formal since there is already some problem with the size of the source
terms on the boundary: in (32), the vectors gn

j belong to RN while, for the continuous problem (1),
g(t) belongs to Rp, and in general p is strictly smaller than N . However, the above formal limit
shows the link between the energy estimate for (1) and the stability estimate (34) of Definition 3.1.
We also note that in the first sum on the left-hand side of (34), the factor ∆t ∆x is the measure
of the mesh [n ∆t, (n + 1) ∆t[×[j ∆x, (j + 1) ∆x[ so the sum represents an L2 norm in the variables
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(t, x) of a piecewise constant function. All other sums in (34) represent L2 norms in t or in (t, x) as
well.

Another interesting observation is to consider the limit γ → +∞ in (34). At a formal level, the
term exp(−2 γ m ∆t) is negligible with respect to exp(−2 γ n ∆t) for m > n. Multiplying (34) by
exp(2 γ (s + 1) ∆t) and letting γ tend to +∞, the scheme (32) should verify

1
∆t

∑
j≥1−r

∆t ∆x |Us+1
j |2 +

p∑
j=1−r

∆t |Us+1
j |2 ≤ C0

∆t
∑
j≥1

∆t ∆x |F s
j |2 +

0∑
j=1−r

∆t |gs+1
j |2

 ,

or equivalently

1
λ

∑
j≥1−r

|Us+1
j |2 +

p∑
j=1−r

|Us+1
j |2 ≤ C0

 1
λ

∆t2
∑
j≥1

|F s
j |2 +

0∑
j=1−r

|gs+1
j |2

 .

Such an estimate can be easily deduced from (32), recalling that U0 = · · · = Us = 0.

Remark 3.1. The estimate (34) can be made independent of ∆t by simply observing that in (32),
the small parameter ∆t appears only in the source term ∆t Fn

j . One easily sees that strong stability
for (32) is equivalent to requiring that the solution (Un

j ) to

Un+1
j =

s∑
σ=0

Qσ Un−σ
j + Fn

j , j ≥ 1 , n ≥ s ,

Un+1
j =

s∑
σ=−1

Bj,σ Un−σ
1 + gn+1

j , j = 1− r, . . . , 0 , n ≥ s ,

Un
j = 0 , j ≥ 1− r , n = 0, . . . , s ,

(35)

satisfies the estimate

γ

γ + 1

∑
n≥s+1

∑
j≥1−r

e−2 γ n |Un
j |2 +

∑
n≥s+1

p∑
j=1−r

e−2 γ n |Un
j |2

≤ C

γ + 1
γ

∑
n≥s

∑
j≥1

e−2 γ (n+1) |Fn
j |2 +

∑
n≥s+1

0∑
j=1−r

e−2 γ n |gn
j |2
 , (36)

for all γ > 0 and a constant C that is independent of γ. In other words, one can always assume
∆t = 1 (and ∆x = 1/λ) when checking strong stability.

In the following paragraph, we shall explain how strong stability can be characterized by means
of an estimate for the so-called resolvent equation. This characterization relies on the Laplace
transform. The strategy is entirely analogous to the analysis for the continuous problem, see [2,
chapter 4].

3.2. The nomal modes analysis and the Godunov-Ryabenkii condition. The resolvent equa-
tion is obtained by formally looking for solutions to (32) of the form Un

j = zn Wj , z ∈ C \ {0}. The
source terms in (32) should have similar expressions. Of course, this is a formal procedure since such
sequences do not satisfy U0 = · · · = Us = 0, while we are restricting here to the case of zero initial
data! Solutions to (32) should be thought of as superpositions of such elementary solutions that we
call normal modes (this is the same strategy as in Section 2 when we performed some plane wave
analysis by looking for solutions to (8) under the form of pure oscillations). Plugging the expression
Un

j = zn Wj in (32) yields a system of the form
Wj −

s∑
σ=0

z−σ−1 Qσ Wj = Fj , j ≥ 1 ,

Wj −
s∑

σ=−1

z−σ−1 Bj,σ W1 = gj , j = 1− r, . . . , 0 ,

(37)
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where we do not wish to make the expression of the source terms precise since it would be useless.
Our goal here is to characterize strong stability for the scheme (32) in terms of an estimate for the
resolvent equation (37). The main advantage for doing so is that studying (37) has reduced the
dimension since time has been replaced by one complex parameter. For clarity, we shall divide some
of the arguments below into several intermediate results. The main results are summarized at the
end of this paragraph for future use. Our first main result is

Theorem 3.1 (Gustafsson, Kreiss, Sundström [9]). Assume that the scheme (32) is strongly stable
in the sense of Definition 3.1 with a constant C0 > 0 such that (36) holds. Then for all z ∈ U , for
all (Fj) ∈ `2 and for all vectors g1−r, . . . , g0 ∈ CN , the resolvent equation (37) has a unique solution
(Wj) ∈ `2 and this solution satisfies

|z| − 1
|z|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2 ≤ 4 C0

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 . (38)

The proof of Theorem 3.1 relies on two preliminary results, which we prove now.

Lemma 3.1. For all x > 0, there holds

x

1 + x
≤ ex − 1

ex
≤ 2

x

1 + x
,

or equivalently
1
2

1 + x

x
≤ ex

ex − 1
≤ 1 + x

x
.

Proof of Lemma 3.1. The inequality
x

1 + x
≤ ex − 1

ex
,

is easily seen to be equivalent to ex ≥ 1 + x, and this inequality follows from the power series
expansion of the exponential function.

On the other hand, the inequality

ex − 1
ex

≤ 2
x

1 + x
,

is equivalent to (x − 1) ex + x + 1 ≥ 0. The latter function of x vanishes at 0 and is increasing on
R+ so the result follows. �

Lemma 3.2. For all ν ≥ 1, we define the function ρν on R by

∀ θ ∈ R , ρν(θ) :=
1√
ν

ν−1∑
k=0

e−i k θ .

Then the sequence (ρν) satisfies the following properties:

(i) For all ν ≥ 1, ρν is 2 π-periodic and

1
2 π

∫ π

−π

|ρν(θ)|2 dθ = 1 .

(ii) For all α ∈ ]0, π/2], there holds

lim
ν→+∞

∫ π

α

|ρν(θ)|2 dθ = 0 .

(iii) For all continuous function H on R verifying supθ∈R(1 + θ2) |H(θ)| < +∞, there holds

lim
ν→+∞

1
2 π

∫
R

H(θ) |ρν(θ)|2 dθ =
∑
k∈Z

H(2 k π) .
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Proof of Lemma 3.2. • The proof of property (i) follows from a straightforward computation:∫ π

−π

|ρν(θ)|2 dθ =
1
ν

ν−1∑
k1,k2=0

∫ π

−π

ei (k1−k2) θ dθ = 2π .

• For α ∈ ]0, π/2] and θ ∈ [α, π], we have

|ρν(θ)| = 1√
ν

∣∣∣∣1− e−i ν θ

1− e−i θ

∣∣∣∣ ≤ 2
√

ν
√

(1− cos θ)2 + sin2 θ
≤

{
2/
√

ν if θ ∈ [π/2, π],
2/(

√
ν sinα) if θ ∈ [α, π/2].

Property (ii) follows by integrating the latter inequalities.
• Let us first observe that both the integral on R and the sum over Z in property (iii) are

well-defined thanks to the assumption on H. Moreover, property (i) gives

Aν :=

∣∣∣∣∣ 1
2 π

∫
R

H(θ) |ρν(θ)|2 dθ −
∑
k∈Z

H(2 k π)

∣∣∣∣∣ ≤ 1
2 π

∑
k∈Z

∫ (2 k+1) π

(2 k−1) π

|H(θ)−H(2 k π)| |ρν(θ)|2 dθ .

Our goal is to show that the sequence (Aν)ν≥1 converges towards 0. Let therefore ε > 0. We first
note that there exists an integer Kε, that is independent of ν, such that

∀ ν ≥ 1 ,
1

2 π

∑
|k|>Kε

∫ (2 k+1) π

(2 k−1) π

|H(θ)−H(2 k π)| |ρν(θ)|2 dθ ≤ ε .

Indeed the assumption on H yields, for a suitable constant M that depends on H but not on ν,

1
2 π

∑
|k|>K

∫ (2 k+1) π

(2 k−1) π

|H(θ)−H(2 k π)| |ρν(θ)|2 dθ ≤ 1
2 π

∑
|k|>K

∫ (2 k+1) π

(2 k−1) π

M

1 + k2
|ρν(θ)|2 dθ

= M
∑
|k|>K

1
1 + k2

.

The right-hand side of the latter inequality is small provided that K is large, independently of ν.
We thus have

Aν ≤ ε +
1

2 π

∑
|k|≤Kε

∫ (2 k+1) π

(2 k−1) π

|H(θ)−H(2 k π)| |ρν(θ)|2 dθ .

The continuity of H at the points 2 k π, |k| ≤ Kε, gives the existence of some α ∈ ]0, π/2], that is
independent of ν, such that

∀ k = −Kε, . . . ,Kε , ∀ θ ∈ [2 k π − α, 2 k π + α] , |H(θ)−H(2 k π)| ≤ ε

2 Kε + 1
.

For all ν ≥ 1, we thus have

Aν ≤ 2 ε +
1

2 π

∑
|k|≤Kε

∫ 2 k π−α

(2 k−1) π

|H(θ)−H(2 k π)| |ρν(θ)|2 dθ

+
1

2 π

∑
|k|≤Kε

∫ (2 k+1) π

2 k π+α

|H(θ)−H(2 k π)| |ρν(θ)|2 dθ

≤ 2 ε +
4 ‖H‖L∞(R)

2 π
(2 Kε + 1)

∫ π

α

|ρν(θ)|2 dθ ,

where we have used property (i) for the integrals on [2 k π − α, 2 k π + α] and the fact that |ρν | is
even. Using property (ii), we can complete the proof of property (iii) because we have obtained
Aν ≤ 3 ε for ν sufficiently large. �

Let us now prove Theorem 3.1.
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Proof of Theorem 3.1. Before proving that the resolvent equation (37) has a unique solution for all
data in `2, we shall prove an a priori estimate for any solution to (37). In other words, we shall
consider that we already have a solution to the resolvent equation and we wish to prove that this
solution satisfies the estimate (38). We introduce the notation

∀ z ∈ U , L(z) : W ∈ `2 7−→ L(z) W ∈ `2

with (L(z) W )j :=

{
Wj −

∑s
σ=0 z−σ−1 Qσ Wj , if j ≥ 1,

Wj −
∑s

σ=−1 z−σ−1 Bj,σ W1 , if 1− r ≤ j ≤ 0.
(39)

Let now (Wj)j≥1−r ∈ `2, and let z0 ∈ U . For all integer ν ≥ 1, we define the sequences

∀ j ≥ 1− r , ∀n ≥ 0 , Un
j (ν) :=

{
zn
0 Wj/

√
ν , if s + 1 ≤ n ≤ s + ν,

0 , otherwise.

∀ j ≥ 1 , ∀n ≥ s , Fn
j (ν) := Un+1

j (ν)−
s∑

σ=0

Qσ Un−σ
j (ν) ,

∀ j = 1− r, . . . , 0 , ∀n ≥ s + 1 , gn
j (ν) := Un

j (ν)−
s∑

σ=−1

Bj,σ Un−1−σ
1 (ν) .

In other words, the sequence (Un
j (ν)) satisfies

Un+1
j (ν) =

s∑
σ=0

Qσ Un−σ
j (ν) + Fn

j (ν) , j ≥ 1 , n ≥ s ,

Un+1
j (ν) =

s∑
σ=−1

Bj,σ Un−σ
1 (ν) + gn+1

j (ν) , j = 1− r, . . . , 0 , n ≥ s ,

Un
j (ν) = 0 , j ≥ 1− r , n = 0, . . . , s .

(40)

It is not difficult to check that for all fixed n, (Un
j (ν)) and (Fn

j (ν)) belong to `2. Moreover, Fn
j (ν) = 0

for n ≥ 2 s + ν + 1, and gn
j (ν) = 0 for n ≥ 2 s + ν + 2. We can apply the strong stability estimate

(36) for γ = γ0 := ln |z0| > 0:

γ0

γ0 + 1

∑
n≥s+1

∑
j≥1−r

e−2 γ0 n |Un
j (ν)|2 +

∑
n≥s+1

p∑
j=1−r

e−2 γ0 n |Un
j (ν)|2

≤ C0

γ0 + 1
γ0

∑
n≥s

∑
j≥1

e−2 γ0 (n+1) |Fn
j (ν)|2 +

∑
n≥s+1

0∑
j=1−r

e−2 γ0 n |gn
j (ν)|2

 . (41)

The right-hand side of (41) is finite because the sum over n involves finitely many terms. The above
definition of Un

j (ν) gives

∀ j ≥ 1− r ,
∑

n≥s+1

e−2 γ0 n |Un
j (ν)|2 =

s+ν∑
n=s+1

e−2 γ0 n |z0|2 n |Wj |2

ν
= |Wj |2 ,

so (41) reduces to

γ0

γ0 + 1

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2

≤ C0

γ0 + 1
γ0

∑
n≥s

∑
j≥1

e−2 γ0 (n+1) |Fn
j (ν)|2 +

∑
n≥s+1

0∑
j=1−r

e−2 γ0 n |gn
j (ν)|2

 .
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Using Lemma 3.1, we have

|z0| − 1
|z0|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2

≤ 4 C0

 |z0|
|z0| − 1

∑
n≥s

∑
j≥1

e−2 γ0 n |z0|−2 |Fn
j (ν)|2 +

∑
n≥s+1

0∑
j=1−r

e−2 γ0 n |gn
j (ν)|2

 . (42)

The left-hand side of the inequality (42) does not depend on ν, and we are now going to compute
the limit of the right-hand side in (42) as ν tends to +∞.

Let us define the following functions on R+:

Uj(ν, t) :=

{
0 , if t ∈ [0, s + 1[,
Un

j (ν) , if t ∈ [n, n + 1[, n ≥ s + 1,
Fj(ν, t) :=

{
0 , if t ∈ [0, s[,
Fn

j (ν) , if t ∈ [n, n + 1[, n ≥ s,

gj(ν, t) :=

{
0 , if t ∈ [0, s + 1[,
gn

j (ν) , if t ∈ [n, n + 1[, n ≥ s + 1.

It is not difficult to check that the Laplace transform of each function Uj(ν, ·), Fj(ν, ·), gj(ν, ·) is
well-defined and holomorphic on C, because each one of these functions is bounded with compact
support in R+. To avoid any possible confusion, we recall that the Laplace transform of a function
f defined on R+ is

f̂(τ) :=
∫

R+
e−τ t f(t) dt ,

for all complex number τ such that the above integral makes sense. The system (40) equivalently
reads 

Uj(ν, t + 1) =
s∑

σ=0

Qσ Uj(ν, t− σ) + Fj(ν, t) , j ≥ 1 , t ≥ s ,

Uj(ν, t) =
s∑

σ=−1

Bj,σ U1(ν, t− 1− σ) + gj(ν, t) , j = 1− r, . . . , 0 , t ≥ s + 1 .

Multiplying the above equation by e−τ t and integrating over [s,+∞[ or [s + 1,+∞[, we obtain
Ûj(ν, τ)−

s∑
σ=0

z−σ−1 Qσ Ûj(ν, τ) = z−1 F̂j(ν, τ) , j ≥ 1 ,

Ûj(ν, τ)−
s∑

σ=−1

z−σ−1 Bj,σ Ûj(ν, τ) = ĝj(ν, τ) , j = 1− r, . . . , 0 ,

(43)

where we use the short notation z := eτ .
The Laplace transform Ûj(ν, τ) can be explicitely computed from the definition of Un

j (ν). If we
consider one τ0 ∈ C such that z0 := eτ0 , then we get

∀ θ ∈ R , Ûj(ν, τ0 + i θ) =
1− z−1

0 e−i θ

τ0 + i θ
e−i (s+1)θ ρν(θ) Wj , (44)

where ρν stands for the function defined in Lemma 3.2. Using the first relation in (43), we obtain

z−1
0 e−i θ F̂j(ν, τ0 + i θ) =

1− z−1
0 e−i θ

τ0 + i θ
e−i (s+1)θ ρν(θ)

(
Wj −

s∑
σ=0

z−σ−1
0 e−i (σ+1)θ Qσ Wj

)
.
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Applying Plancherel’s Theorem and Fubini’s Theorem, we have∑
n≥s

∑
j≥1

e−2 γ0 n |z0|−2 |Fn
j (ν)|2 =

2 γ0

1− e−2 γ0

∑
j≥1

|z0|−2

∫
R+

e−2 γ0 t |Fj(ν, t)|2 dt

=
2 γ0

2 π (1− e−2 γ0)

∑
j≥1

|z0|−2

∫
R

∣∣F̂j(ν, τ0 + i θ)
∣∣2 dθ

=
2 γ0

1− e−2 γ0

1
2 π

∫
R

H(θ) |ρν(θ)|2 dθ ,

where we have used the notation

∀ θ ∈ R , H(θ) :=
∣∣∣∣1− z−1

0 e−i θ

τ0 + i θ

∣∣∣∣2 ∑
j≥1

∣∣∣∣∣Wj −
s∑

σ=0

z−σ−1
0 e−i (σ+1)θ Qσ Wj

∣∣∣∣∣
2

.

It is not so difficult to check that the function H satisfies the assumptions of property (iii) of Lemma
3.2. We thus have (recall the notation (39)):

lim
ν→+∞

∑
n≥s

∑
j≥1

e−2 γ0 n |z0|−2 |Fn
j (ν)|2 =

2 γ0

1− e−2 γ0

∑
k∈Z

|1− z−1
0 |2

|τ0 + 2 i k π|2
∑
j≥1

|(L(z0) W )j |2 . (45)

With completely similar arguments, we can also obtain

lim
ν→+∞

∑
n≥s+1

0∑
j=1−r

e−2 γ0 n |gn
j (ν)|2 =

2 γ0

1− e−2 γ0

∑
k∈Z

|1− z−1
0 |2

|τ0 + 2 i k π|2
0∑

j=1−r

|(L(z0) W )j |2 . (46)

Passing to the limit in (42) and using (45), (46), we get

|z0| − 1
|z0|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2

≤ 4 C0

 |z0|
|z0| − 1

∑
j≥1

|(L(z0)W )j |2 +
0∑

j=1−r

|(L(z0) W )j |2
 2 γ0

1− e−2 γ0

∑
k∈Z

|1− z−1
0 |2

|τ0 + 2 i k π|2
. (47)

Recalling the expression (44) for the Laplace transform of Uj(ν, ·), we have

|Wj |2 =
∑

n≥s+1

e−2 γ0 n |Un
j (ν)|2 =

2 γ0

1− e−2 γ0

∫
R+

e−2 γ0 t |Uj(ν, t)|2 dt

=
2 γ0

2 π (1− e−2 γ0)

∫
R

∣∣Ûj(ν, τ0 + i θ)
∣∣2 dθ

=
2 γ0

2 π (1− e−2 γ0)

∫
R

∣∣∣∣1− z−1
0 e−i θ

τ0 + i θ

∣∣∣∣2 |Wj |2 |ρν(θ)|2 dθ

−→ 2 γ0

1− e−2 γ0

∑
k∈Z

|1− z−1
0 |2

|τ0 + 2 i k π|2
|Wj |2 .

We have thus derived the formula
2 γ0

1− e−2 γ0

∑
k∈Z

|1− z−1
0 |2

|τ0 + 2 i k π|2
= 1 ,

so we can simplify in (47) and obtain

|z0| − 1
|z0|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2 ≤ 4 C0

 |z0|
|z0| − 1

∑
j≥1

|(L(z0) W )j |2 +
0∑

j=1−r

|(L(z0) W )j |2
 .

(48)
The inequality (48) is only an a priori estimate for the operators L(z), z ∈ U . We emphasize

that the constant 4C0 is independent of z0 ∈ U and W ∈ `2. To complete the proof of Theorem 3.1,
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we only need to prove that each operator L(z) is invertible. This property is shown by combining
two arguments.

Lemma 3.3. There exists R0 ≥ 1 such that for all z ∈ C with |z| > R0, the operator L(z) defined
by (39) is an isomorphism on `2.

Proof of Lemma 3.3. Let L∞ be defined by

L∞ : W ∈ `2 7−→ L∞ W ∈ `2 with (L∞ W )j :=

{
Wj , if j ≥ 1,
Wj −Bj,−1 W1 , if 1− r ≤ j ≤ 0.

It is easy to check that L∞ is a bounded invertible operator on `2. Moreover, for z ∈ U and W ∈ `2,
we have

z
(
(L∞ − L(z))W

)
j

=

{∑s
σ=0 z−σ Qσ Wj , if j ≥ 1,∑s
σ=0 z−σ Bj,σ W1 , if 1− r ≤ j ≤ 0.

Consequently there exists a constant C such that

∀ z ∈ U , ‖L∞ − L(z)‖B(`2) ≤
C

|z|
,

with B(`2) the set of bounded operators on `2. This property implies that for |z| > C ‖L−1
∞ ‖B(`2),

L(z) is an isomorphism. �

Lemma 3.4. Let E be a Banach space, and let T denote a nonempty connected set. Let L be
a continuous function on T with values in the space B(E) of bounded operators on E. Assume
moreover that the two following conditions are satisfied:

• there exists a constant M > 0 such that for all t ∈ T and for all x ∈ E, we have ‖x‖E ≤
M ‖L (t) x‖E,

• there exists some t0 ∈ T such that L (t0) is an isomorphism.
Then L (t) is an isomorphism for all t ∈ T .

Proof of Lemma 3.4. We already know that B(E) is a Banach space and that the set of isomor-
phisms Gl(E) is an open subset of B(E). This first property shows that the set {t ∈ T /L (t) ∈
Gl(E)} is open because L is continuous. It only remains to show that this set is closed and the
claim will follow (this set is nonempty thanks to the assumption of Lemma 3.4). We thus consider a
sequence (tn) in T that converges towards t ∈ T and such that for all n, L (tn) belongs to Gl(E).
We are going to show that L (t) also belongs to Gl(E). Using the Banach isomorphism Theorem,
it is enough to prove that L (t) is a bijection.

Due to the uniform bound ‖x‖E ≤ M ‖L (t) x‖E , it is clear that L (t) is injective and that for
all n we have ‖L (tn)−1‖B(E) ≤ M . It remains to show that L (t) is surjective. Let y ∈ E. For all
integers n and p, we have:∥∥L (tn+p)−1 y −L (tn)−1 y

∥∥
E
≤
∥∥L (tn+p)−1 −L (tn)−1

∥∥
B(E)

‖y‖E

≤
∥∥L (tn+p)−1 (L (tn)−L (tn+p))L (tn)−1

∥∥
B(E)

‖y‖E ≤ M2 ‖L (tn+p)−L (tn)‖B(E) ‖y‖E .

These inequalities show that (L (tn)−1 y) is a Cauchy sequence in E and therefore converges towards
x ∈ E. Moreover we have L (tn) L (tn)−1 y = y for all n so, passing to the limit, we get L (t) x = y.
Here we use again the continuity of L . This shows that L (t) is surjective, which completes the
proof. �

Lemma 3.4 shows that the resolvent equation can be uniquely solved for all z ∈ U . Indeed, for
all integer ν sufficiently large, the mapping L restricted to the annulus {z ∈ C , 1 + 2−ν ≤ |z| ≤ 2ν}
satisfies the assumptions of Lemma 3.4 (use Lemma 3.3 for the existence of one point where L is an
isomorphism and (48) for the uniform bound from below). We leave to the reader the verification
that L(z) ∈ B(`2) depends continuously on z ∈ U . Eventually we can conclude that L(z) is an
isomorphism for all z ∈ U and L(z)−1 satisfies the estimate (48) which is nothing else but (38).
The proof of Theorem 3.1 is now complete. �
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Theorem 3.1 has an important consequence, which is the following well-known necessary condition
for strong stability.

Corollary 3.1 (Godunov-Ryabenkii condition). Assume that the scheme (32) is strongly stable in
the sense of Definition 3.1. Then for all z ∈ U , any W ∈ `2 satisfying

Wj −
s∑

σ=0

z−σ−1 Qσ Wj = 0 , j ≥ 1 ,

Wj −
s∑

σ=−1

z−σ−1 Bj,σ W1 = 0 , j = 1− r, . . . , 0 ,

must be zero.

The Godunov-Ryabenkii condition is a preliminary test in view of showing strong stability. It
is analogous to the Lopatinskii condition for hyperbolic initial boundary value problems. As we
shall see later on, it is unfortunately not a sufficient condition for strong stability (see the following
paragraph for more comments).

In the remaining part of this paragraph, we are going to show the converse result of Theorem 3.1.

Theorem 3.2 (Gustafsson, Kreiss, Sundström [9]). Assume that there exists a constant C1 > 0 such
that for all z ∈ U , for all (Fj) ∈ `2 and for all vectors g1−r, . . . , g0 ∈ CN , the resolvent equation
(37) has a unique solution (Wj) ∈ `2 and this solution satisfies

|z| − 1
|z|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2 ≤ C1

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

Then the scheme (32) is strongly stable and satisfies (34) with the constant C1 max(1, λ)/ min(1, λ).

The proof of Theorem 3.2 splits in several steps. In what follows, we shall say that a sequence
(Un

j ) has compact support if the terms Un
j vanish except for a finite number of indeces (j, n).

Proof of Theorem 3.2. • We consider some source terms (Fn
j ), (gn

j ) for (35) with compact support.
We also let (Un

j ) denote the solution to (35). It is easy to show by induction on n that for all n, the
sequence (Un

j )j≥1−r belongs to `2. For γ > 0, we introduce the quantities

IN (γ) :=
N∑

n=0

∑
j≥1

e−2 γ n |Un
j |2 , BN (γ) :=

N∑
n=0

0∑
j=1−r

e−2 γ n |Un
j |2 ,

SF (γ) :=
∑
n≥s

∑
j≥1

e−2 γ (n+1) |Fn
j |2 , Sg(γ) :=

∑
n≥s+1

0∑
j=1−r

e−2 γ n |gn
j |2 .

Performing very crude estimates in (35), we immediately see that there exists a constant C > 0 that
is independent of F, g, U such that

∀ j ≥ 1 , ∀n ≥ s , |Un+1
j |2 ≤ C

(
|Fn

j |2 +
s∑

σ=0

p∑
`=−r

|Un−σ
j+` |

2

)
,

∀ j = 1− r, . . . , 0 , ∀n ≥ s , |Un+1
j |2 ≤ C

(
|gn+1

j |2 +
s∑

σ=−1

q∑
`=0

|Un−σ
1+` |

2

)
.

Multiplying each inequality by exp(−2 γ (n + 1)) and taking the sum, we obtain

∀N ≥ s + 1 , IN (γ) ≤ C SF (γ) + C e−2 γ
s∑

σ=0

IN−1−σ(γ) + BN−1−σ(γ) ,

BN (γ) ≤ C IN (γ) + C Sg(γ) + C e−2 γ
s∑

σ=0

IN−1−σ(γ) ,



38 JEAN-FRANÇOIS COULOMBEL

with a possibly larger constant C. Using the obvious inequalities

IN−1−σ(γ) ≤ IN (γ) , BN−1−σ(γ) ≤ BN (γ) ,

and combining the above estimates for IN (γ),BN (γ), we obtain that for some large enough γ > 0,
that is independent of F, g, U and N , there holds

∀ γ ≥ γ , ∀N ≥ s + 1 , IN (γ) + BN (γ) ≤ C
(
SF (γ) + Sg(γ)

)
.

In other words, for γ ≥ γ, we have∑
n≥s+1

∑
j≥1−r

e−2 γ n |Un
j |2 < +∞ . (49)

• As in the proof of Theorem 3.1, it is convenient to introduce the following functions defined on
R+:

Uj(t) :=

{
0 , if t ∈ [0, s + 1[,
Un

j , if t ∈ [n, n + 1[, n ≥ s + 1,
Fj(t) :=

{
0 , if t ∈ [0, s[,
Fn

j , if t ∈ [n, n + 1[, n ≥ s,

gj(t) :=

{
0 , if t ∈ [0, s + 1[,
gn

j , if t ∈ [n, n + 1[, n ≥ s + 1.

Then (49) reads

∀ γ ≥ γ ,
∑

j≥1−r

∫
R+

e−2 γ t |Uj(t)|2 dt < +∞ . (50)

The Laplace transforms F̂j , ĝj are well-defined and holomorphic on C, and F̂j is identically zero for
j large enough. Moreover, (50) shows that the Laplace transforms Ûj , j ≥ 1 − r, are well-defined
and holomorphic on {Re τ > γ}, with γ independent of j. Applying Plancherel’s Theorem in (50),
we find that for all γ > γ and for almost every θ ∈ R, the sequence

(
Ûj(γ + i θ)

)
j≥1−r

belongs to `2.
Applying the Laplace transform on (35) with Re τ > γ, we get

Ûj(τ)−
s∑

σ=0

z−σ−1 Qσ Ûj(τ) = z−1 F̂j(τ) , j ≥ 1 ,

Ûj(τ)−
s∑

σ=−1

z−σ−1 Bj,σ Ûj(τ) = ĝj(τ) , j = 1− r, . . . , 0 ,

(51)

where we still use the short notation z := eτ as in the proof of Theorem 3.1.
Since F̂j vanishes for j large, we have

∀ τ ∈ C ,
∑
j≥1

|z|−2
∣∣F̂j(τ)

∣∣2 < +∞ .

For all τ ∈ C with Re τ > 0, we can thus define (Wj(τ))j≥1−r as the unique solution in `2 to the
resolvent equation

Wj(τ)−
s∑

σ=0

z−σ−1 Qσ Wj(τ) = z−1 F̂j(τ) , j ≥ 1 ,

Wj(τ)−
s∑

σ=−1

z−σ−1 Bj,σ Wj(τ) = ĝj(τ) , j = 1− r, . . . , 0 .

(52)

Moreover, (Wj(τ))j≥1−r satisfies

∀ τ ∈ C , Re τ > 0 ,
|z| − 1
|z|

∑
j≥1−r

|Wj(τ)|2 +
p∑

j=1−r

|Wj(τ)|2

≤ C1

 |z|
|z| − 1

∑
j≥1

|z|−2
∣∣F̂j(τ)

∣∣2 +
0∑

j=1−r

∣∣ĝj(τ)
∣∣2 . (53)
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The difference between (51) and (52) is that (51) holds only for Re τ > γ while (52) holds for
Re τ > 0. Our goal is to identify (Wj) and (Ûj) and to show that (51) holds for Re τ > 0. This is
based on the following result, the proof of which is left to the reader.

Lemma 3.5. The operator L(z) ∈ B(`2) in (39) depends holomorphically on z ∈ C \ {0}. Conse-
quently, under the assumptions of Theorem 3.2, L(eτ )−1 depends holomorphically on τ for Re τ > 0.

Lemma 3.5 implies that for all j ≥ 1 − r, Wj is holomorphic on {Re τ > 0} because the source
terms in (52) depend holomorphically on τ . Furthermore, we know that Ûj is holomorphic on
{Re τ > γ}, and that for all γ > γ and almost every θ ∈ R, (Ûj(γ + i θ)) belongs to `2 and is a
solution to (51). This implies Ûj(γ + i θ) = Wj(γ + i θ) for γ > γ and for almost every θ ∈ R. Since
both functions are holomorphic, we have obtained

∀ j ≥ 1− r , ∀ γ > γ , ∀ θ ∈ R , Ûj(γ + i θ) = Wj(γ + i θ) .

Let now γ0 > 0. We integrate (53) with respect to θ ∈ R for τ = γ + i θ and γ > γ0, and use
Plancherel’s Theorem to compute the right-hand side of the inequality. We thus obtain

sup
γ>γ0

∑
j≥1−r

∫
R
|Wj(γ + i θ)|2 dθ < +∞ .

Applying the Paley-Wiener Theorem for which we refer to [16], this means that for all j ≥ 1 − r,
there exists a measurable function Vj on R+ such that∫

R+
e−2 γ0 t |Vj(t)|2 dt < +∞ ,

and Wj = V̂j on {Re τ > γ0}. By injectivity of the Laplace transform, Vj must equal Uj . In other
words, we have just proved that for all γ0 > 0, exp(−γ0 t) Uj belongs to L2(R+), so Ûj is well-defined
on {Re τ > 0} and coincides with Wj . Hence (53) holds with Ûj instead of Wj . We now integrate
(53) with respect to θ = Im τ and use Plancherel’s Theorem, which yields

eγ − 1
eγ

∑
n≥s+1

∑
j≥1−r

e−2 γ n |Un
j |2 +

∑
n≥s+1

p∑
j=1−r

e−2 γ n |Un
j |2

≤ C1

 eγ

eγ − 1

∑
n≥s

∑
j≥1

e−2 γ (n+1) |Fn
j |2 +

∑
n≥s+1

0∑
j=1−r

e−2 γ n |gn
j |2
 ,

for all γ > 0. Applying Lemma 3.1, we get

γ

γ + 1

∑
n≥s+1

∑
j≥1−r

e−2 γ n |Un
j |2 +

∑
n≥s+1

p∑
j=1−r

e−2 γ n |Un
j |2

≤ C1

γ + 1
γ

∑
n≥s

∑
j≥1

e−2 γ (n+1) |Fn
j |2 +

∑
n≥s+1

0∑
j=1−r

e−2 γ n |gn
j |2
 ,

• It is useful to recall that the latter estimate was derived under the assumption that the source
terms had compact support. To complete the proof of Theorem 3.2, it is sufficient to prove Lemma
3.6 below.

Lemma 3.6. Assume that for all data (Fn
j ) and (gn

j ) with compact support, the solution (Un
j ) to

(35) satisfies

γ

γ + 1

∑
n≥s+1

∑
j≥1−r

e−2 γ n |Un
j |2 +

∑
n≥s+1

p∑
j=1−r

e−2 γ n |Un
j |2

≤ C1

γ + 1
γ

∑
n≥s

∑
j≥1

e−2 γ (n+1) |Fn
j |2 +

∑
n≥s+1

0∑
j=1−r

e−2 γ n |gn
j |2
 ,
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for all γ > 0. Then the scheme (32) satisfies (34) with the constant C1 max(1, λ)/ min(1, λ).

Proof of Lemma 3.6. Let us consider some source terms (Fn
j ), (gn

j ) for (35), not necessarily with
compact support. Let γ > 0 such that the right-hand side of (36) is finite. For ν ≥ 1, we define

Fn
j (ν) :=

{
Fn

j , if s ≤ n ≤ s + ν − 1 and 1 ≤ j ≤ 1 + q + ν p,
0 , otherwise,

gn
j (ν) :=

{
gn

j , if s + 1 ≤ n ≤ s + ν and 1− r ≤ j ≤ 0,
0 , otherwise.

A direct induction argument shows that the corresponding solution (Un
j (ν)) to (35) satisfies Un

j (ν) =
Un

j for 0 ≤ n ≤ s + ν and 1− r ≤ j ≤ ν. We thus have

γ

γ + 1

∑
n≤s+ν

∑
1−r≤j≤ν

e−2 γ n |Un
j |2 +

∑
n≤s+ν

p∑
j=1−r

e−2 γ n |Un
j |2

≤ C1

γ + 1
γ

∑
n≥s

∑
j≥1

e−2 γ (n+1) |Fn
j |2 +

∑
n≥s+1

0∑
j=1−r

e−2 γ n |gn
j |2
 ,

for all γ > 0 and all ν ≥ p + 1. Passing to the limit ν → +∞, we have proved that (36) holds with
the constant C1 and without any assumption of compact support on the data. To prove that (34)
holds, it is sufficient to apply (36) with the source term ∆t Fn

j instead of Fn
j , and with the parameter

γ ∆t > 0 instead of γ. Recalling the relation ∆t = λ ∆x, we obtain the result. The details are left
to the reader. �

�

We summarize the main results of this paragraph into the following result.

Theorem 3.3 (Characterization of strong stability [9]). The scheme (32) is strongly stable in the
sense of Definition 3.1 if and only if there exists a constant C > 0 such that for all z ∈ U , for all
(Fj) ∈ `2 and for all vectors g1−r, . . . , g0 ∈ CN , the resolvent equation (37) has a unique solution
(Wj) ∈ `2 and this solution satisfies

|z| − 1
|z|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2 ≤ C

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

In particular, if the scheme (32) is strongly stable, then the Godunov-Ryabenkii condition of
Corollary 3.1 holds.

It is also useful to keep in mind that showing the unique solvability of the resolvent equation
relies on a rather simple argument of functional analysis that reduces to the verification of an a
priori estimate. Furthermore, the resolvent equation becomes trivially solvable for |z| large. More
precisely we state a slightly refined version of Theorem 3.3 which will be useful in the following
paragraph. Theorem 3.4 below shows that it is sufficient to consider the resolvent equation for
bounded parameters z.

Theorem 3.4 (Characterization of strong stability). The scheme (32) is strongly stable in the sense
of Definition 3.1 if and only if for all R ≥ 2, there exists a constant CR > 0 such that for all z ∈ U
with |z| ≤ R, for all (Fj) ∈ `2 and for all vectors g1−r, . . . , g0 ∈ CN , the resolvent equation (37) has
a unique solution (Wj) ∈ `2 and this solution satisfies

|z| − 1
|z|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2 ≤ CR

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .
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Proof of Theorem 3.4. • Let us first assume that the scheme (32) is strongly stable in the sense of
Definition 3.1. Then we apply Theorem 3.3: the resolvent equation can be uniquely solved in `2 for
all z ∈ U with the estimate

|z| − 1
|z|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2 ≤ C

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

This shows that the conclusion of Theorem 3.4 holds with a constant CR := C that is independent
of R ≥ 2.
• Let us now assume that for all R ≥ 2, the resolvent equation can be uniquely solved in `2 for

all z ∈ U , |z| ≤ R, with the estimate

|z| − 1
|z|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2 ≤ CR

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

We first apply Lemma 3.3 and keep the notation introduced in the proof of this Lemma. There
exists R0 ≥ 2 such that for all z ∈ C with |z| ≥ R0, the mapping L(z) ∈ B(`2) is an isomorphism
and ‖L(z) − L∞‖B(`2) ≤ ‖L−1

∞ ‖−1
B(`2)/2. In particular, there exists a constant C > 0 such that for

all z ∈ C with |z| ≥ R0, the unique solution (Wj) ∈ `2 to (37) satisfies

∑
j≥1−r

|Wj |2 ≤ C

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

This estimate yields

|z| − 1
|z|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2 ≤ 2
∑

j≥1−r

|Wj |2

≤ 2 C

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2


≤ 2 C

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

It remains to use the assumption for the radius R0 and consider the constant max(2 C,CR0). The-
orem 3.3 then shows that the scheme (32) is strongly stable. �

In the following paragraph, we shall write the resolvent equation into an equivalent but more
convenient form. This will lead to the formulation of our main result which characterizes strong sta-
bility in terms of an algebraic condition that is analogous to the so-called uniform Kreiss-Lopatinskii
condition.

3.3. An equivalent form of the resolvent equation. The equation

Wj −
s∑

σ=0

z−σ−1 Qσ Wj = Fj ,

defines an induction relation of order p + r on the sequence (Wj). It is convenient to rewrite this
induction relation as an induction of order 1 for an augmented sequence. This is a classical procedure.
For ` = −r, . . . , p, we define the matrices

∀ z ∈ C \ {0} , A`(z) := δ`0 I −
s∑

σ=0

z−σ−1 A`,σ , (54)

where δ`1`2 denotes the Kronecker symbol. We also define the matrices

∀ ` = 0, . . . , q , ∀ j = 1− r, . . . , 0 , ∀ z ∈ C \ {0} , B`,j(z) :=
s∑

σ=−1

z−σ−1 B`,j,σ . (55)
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With these definitions, the reader will easily verify that (37) equivalently reads (use (33))

p∑
`=−r

A`(z) Wj+` = Fj , j ≥ 1 ,

Wj −
q∑

`=0

B`,j(z) W1+` = gj , j = 1− r, . . . , 0 .

(56)

To rewrite (56) as an induction relation of order 1, we make, as in [9], the following assumption:

Assumption 3.1 (Noncharacteristic discrete boundary). The matrices A−r(z) and Ap(z) are in-
vertible for all z ∈ U , or equivalently for all z ∈ C with |z| > 1− ε0 for some ε0 ∈ ]0, 1/2].

Let us first consider the case q < p. In that case, all the Wj ’s involved in the boundary conditions
for the resolvent equation (56) are coordinates of the augmented vector9 W1 := (Wp, . . . ,W1−r) ∈
CN(p+r). Using Assumption 3.1, we can define a block companion matrix M(z) that is holomorphic
on some open neighborhood V := {z ∈ C , |z| > 1− ε0} of U :

∀ z ∈ V , M(z) :=


−Ap(z)−1 Ap−1(z) . . . . . . −Ap(z)−1 A−r(z)

I 0 . . . 0

0
. . . . . .

...
0 0 I 0

 ∈ MN(p+r)(C) . (57)

We also define the matrix that encodes the boundary conditions for (56), namely

∀ z ∈ C \ {0} , B(z) :=

0 . . . 0 −Bq,0(z) . . . −B0,0(z) I 0
...

...
...

...
. . .

0 . . . 0 −Bq,1−r(z) . . . −B0,1−r(z) 0 I

 ∈ MNr,N(p+r)(C) ,

(58)
with the B`,j ’s defined in (55). With such definitions, it is a simple exercise to rewrite the resol-
vent equation (56) as an induction relation for the augmented vector Wj := (Wj+p−1, . . . ,Wj−r) ∈
CN (p+r), j ≥ 1. This induction relation takes the form{

Wj+1 = M(z)Wj + Fj , j ≥ 1 ,

B(z)W1 = G ,
(59)

where the new source terms (Fj),G in (59) are given by:

Fj := (Ap(z)−1 Fj , 0, . . . , 0) , G := (g0, . . . , g1−r) .

Remark 3.2. It is easy to check that the matrix B(z) in (58) depends holomorphically on z ∈ C\{0}
and has maximal rank N r for all z (just consider the N r×N r submatrix formed by the last columns).
Consequently, the kernel of B(z) has dimension N p for all z ∈ C \ {0}.

Let us now characterize strong stability for (32) in terms of an estimate for (59). Of course we
shall use Theorem 3.4 and the strong relationship between (37) and (59).

Proposition 3.1 (Characterization of strong stability). Let Assumption 3.1 be satisfied, and let us
assume q < p. Then the scheme (32) is strongly stable in the sense of Definition 3.1 if and only if
for all R ≥ 2, there exists a constant CR > 0 such that for all z ∈ U with |z| ≤ R, for all (Fj) ∈ `2

and for all G ∈ CNr, the equation (59) has a unique solution (Wj) ∈ `2 and this solution satisfies

|z| − 1
|z|

∑
j≥1

|Wj |2 + |W1|2 ≤ CR

 |z|
|z| − 1

∑
j≥1

|Fj |2 + |G |2
 . (60)

The main point to keep in mind is that in Proposition 3.1, the source terms Fj may be arbitrary
in CN(p+r), while when we rewrote (37) under the form (59), only the first coordinate of Fj was
nonzero.

9Vectors are now written indifferently in rows or columns in order to simplify the redaction.
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Proof of Proposition 3.1. • Let us first assume that the scheme (32) is strongly stable so we can
apply Theorem 3.4. Our goal is to show that (59) has a unique solution for all source terms in `2

and that the estimate (60) holds for a suitable constant CR. As a warm-up, let us first show that
if a solution in `2 to (59) exists, then it is necessarily unique. By linearity, this amounts to proving
that if (Wj)j≥1 ∈ `2 satisfies {

Wj+1 = M(z) Wj , j ≥ 1 ,

B(z) W1 = 0 ,

then (Wj)j≥1 is zero (this is a new formulation of the Godunov-Ryabenkii condition). We thus
consider such a sequence (Wj)j≥1, and we introduce the decomposition Wj = (W (1)

j , . . . ,W
(p+r)

j ),

where each vector W
(k)

j belongs to CN . Using the block decomposition of M(z) - recall the definition
(57) - we obtain

∀ ` = −r, . . . , p− 1 , ∀ j ≥ 1 , W
(p−`)

j = W
(p+r)

j+`+r .

Furthermore, the sequence defined by Wj := W
(p+r)

j+r , j ≥ 1− r, satisfies the homogeneous resolvent
equation 

p∑
`=−r

A`(z)Wj+` = 0 , j ≥ 1 ,

Wj −
q∑

`=0

B`,j W1+` = 0 , j = 1− r, . . . , 0 .

The Godunov-Ryabenkii condition (Corollary 3.1) gives (Wj)j≥1−r = 0, which yields (Wj)j≥1 = 0.
If a solution in `2 to (59) exists, it is necessarily unique.

Let now R ≥ 2, let z ∈ U satisfy |z| ≤ R, and let us consider (Fj) ∈ `2, G ∈ CNr. We wish to
construct a solution (Wj) ∈ `2 to (59). We use again the decomposition Wj = (W (1)

j , . . . ,W
(p+r)

j )

as well as the notation Wj := W
(p+r)

j+r , j ≥ 1 − r. The source terms are also decomposed as

Fj = (F (1)
j , . . . ,F

(p+r)
j ), G = (G (0), . . . ,G (1−r)). Inspecting the system (59) shows that we should

necessarily have

∀ ` = −r, . . . , p− 1 , ∀ j ≥ 1 , W
(p−`)

j = Wj+` −
`−1∑

k=−r

F
(p−k)
j+`−1−k . (61)

Moreover, the sequence (Wj)j≥1−r should be a solution to (56) with source terms (Fj), g1−r, . . . , g0

defined by

∀ j ≥ 1 , Fj :=
p∑

`=−r

A`(z)
`−1∑

k=−r

F
(p−k)
j+`−1−k , (62)

∀ j = 1− r, . . . , 0 , gj := G (j) +
j−2∑

k=−r

F
(p−k)
j−1−k −

q∑
`=0

B`,j(z)
`−1∑

k=−r

F
(p−k)
`−k . (63)

An important remark in view of what follows is that the matrices A` and B`,j defined by (54), (55)
are bounded on U . Consequently, it is rather easy to check that the relations (62), (63) define a
sequence (Fj) ∈ `2 and vectors g1−r, . . . , g0 ∈ CN such that, for a given constant M that does not
depend on z nor on R, there holds

∑
j≥1

|Fj |2 ≤ M
∑
j≥1

|Fj |2 ,
0∑

j=1−r

|gj |2 ≤ M

∑
j≥1

|Fj |2 + |G |2
 . (64)

Applying Theorem 3.4, we know that there exists a unique solution (Wj) ∈ `2 to (56) with the
source terms defined in (62), (63), and that for some constant CR independent of z and of the source
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terms, there holds

|z| − 1
|z|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2 ≤ CR

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

The relation (61) defines a sequence (Wj)j≥1 in CN(p+r); it is not difficult to check that this sequence
belongs to `2 and that it is a solution to (59). Moreover, combining (61), (64) and the estimate of
(Wj), we obtain

|z| − 1
|z|

∑
j≥1

|Wj |2 + |W1|2 ≤ CR

 |z|
|z| − 1

∑
j≥1

|Fj |2 + |G |2
 .

As already shown above, such a solution (Wj) ∈ `2 to (59) is unique.
• Let us now assume that (59) has a unique solution in `2 for all source terms (Fj),G and that

the estimate (60) holds. Let now R ≥ 2, let z ∈ U with |z| ≤ R, and let us consider some source
terms (Fj) ∈ `2, g1−r, . . . , g0 ∈ CN for the resolvent equation (37). We define the vectors

Fj := (Ap(z)−1 Fj , 0, . . . , 0) , G := (g0, . . . , g1−r) .

The assumption yields the existence of a sequence (Wj) ∈ `2 to (59), satisfying

|z| − 1
|z|

∑
j≥1

|Wj |2 + |W1|2 ≤ CR

 |z|
|z| − 1

∑
j≥1

|Fj |2 + |G |2
 ,

with a constant CR that only depends on R. The above definition of the source terms (Fj),G gives10

|z| − 1
|z|

∑
j≥1

|Wj |2 + |W1|2 ≤ C ′
R

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

Using the decomposition Wj = (W (1)
j , . . . ,W

(p+r)
j ) as well as the notation Wj := W

(p+r)
j+r , j ≥ 1− r,

we can check that (Wj) ∈ `2 is a solution to the resolvent equation (37) and that it satisfies

|z| − 1
|z|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2 ≤ C ′
R

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

Again, we can also verify that such a solution (Wj) in `2 is necessarily unique (because the solution
to (59) is unique in `2). The details are left to the reader. Theorem 3.4 completes the argument. �

Remark 3.3. The result of Proposition 3.1 explains why in Definition 3.1 we have considered the
trace estimate ∑

n≥s+1

p∑
j=1−r

∆t e−2 γ n ∆t |Un
j |2

in the left-hand side of (34). The main purpose for doing so is to obtain the term |W1|2 in the
left-hand side of the estimate (60) in Proposition 3.1. Obtaining such an estimate is possible only
if in the characterization of Theorem 3.3 or Theorem 3.4, the estimate for the resolvent equation
involves |W1−r|2 + · · ·+ |Wp|2 in the left-hand side and not only |W1−r|2 + · · ·+ |W0|2. If we had kept
the definition of strong stability in [9], the left-hand side of (60) would have involved |π W1|2 instead
of |W1|2, where π is the projection from CN(p+r) to CNr that retains the last N r components.

Remark 3.4. The definition of M(z) in (57) only depends on the fulfillment of Assumption 3.1 and
not on the integer q. We could have defined M(z) in the same way even if q had not been smaller
than p.

10Here we observe that it is crucial to consider a bounded parameter z, because otherwise we could not use a

uniform bound for |Ap(z)−1|. This is the main reason why we have proved Theorem 3.4, because Theorem 3.3 would

not have been sufficient. It is also crucial that the norm |Ap(z)−1| remains bounded as z approaches S1, which

amounts to assuming that Ap(z) is invertible not only on U but on U (same argument as Lemma 3.4).
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We now examine the case q ≥ p. There is a slight modification to make here. If we wish to
rewrite the boundary conditions of (56) as a linear system for some augmented vector W1, then the
coordinates of W1 should involve W1−r, . . . ,Wq+1, and q + 1 > p. However we can still write the
resolvent equation under a form similar to (59) up to defining

∀ z ∈ V , M̃(z) :=


−Ap(z)−1 Ap−1(z) . . . −Ap(z)−1 A−r(z) 0 . . . 0

I 0 . . . . . . 0
0 0 0
0 0 . . . 0 I 0

 ∈ MN(q+r+1)(C) .

(65)
We also define the matrix that encodes the boundary conditions for (56) and the first q +1−p steps
if the induction, namely

∀ z ∈ C \ {0} , B̃(z) :=



−Bq,0(z) . . . −B0,0(z) I 0
...

...
. . .

−Bq,1−r(z) . . . −B0,1−r(z) 0 I
0 Ap(z) . . . . . . A−r(z)

. . . . . .

Ap(z) . . . . . . A−r(z) 0


∈ MN(q+1−p+r),N(q+1+r)(C) , (66)

with the B`,j ’s defined in (55). With such definitions, it is a simple exercise to rewrite the resol-
vent equation (56) as an induction relation for the augmented vector Wj := (Wj+q, . . . ,Wj−r) ∈
CN (q+1+r), j ≥ 1. This induction relation takes the form{

Wj+1 = M̃(z) Wj + Fj , j ≥ 1 ,

B̃(z) W1 = G ,
(67)

where the new source terms (Fj),G in (67) are given by:

Fj := (Ap(z)−1 Fj+q+1−p, 0, . . . , 0) , G := (g0, . . . , g1−r, F1, . . . , Fq+1−p) .

We can then obtain a result that is analogous to Proposition 3.1. The result is just slighlty more
complicated because of the definition (66) of the matrix B̃(z) but the proof follows exactly the same
arguments.

Proposition 3.2 (Characterization of strong stability). Let Assumption 3.1 be satisfied, and let us
assume q ≥ p. Then the scheme (32) is strongly stable in the sense of Definition 3.1 if and only if
for all R ≥ 2, there exists a constant CR > 0 such that for all z ∈ U with |z| ≤ R, for all (Fj) ∈ `2

and for all G ∈ CN(q+1−p+r), the equation (67) has a unique solution (Wj) ∈ `2 and this solution
satisfies

|z| − 1
|z|

∑
j≥1

|Wj |2 + |W1|2 ≤ CR

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
|z|

|z| − 1
|GII |2 + |GI |2

 , (68)

where we use the decomposition G = (GI ,GII), GI ∈ CNr, GII ∈ CN(q+1−p).

Proof of Proposition 3.2. • Let us assume that the scheme (32) is strongly stable, so we can use the
result of Theorem 3.4. Let R ≥ 2, let z ∈ U with |z| ≤ R, and let (Fj) ∈ `2, G ∈ CN(q+1−p+r).
The source terms are decomposed as Fj = (F (1)

j , . . . ,F
(q+1+r)
j ), GI = (G (0), . . . ,G (1−r)) ∈ CNr,

GII = (G (1), . . . ,G (q+1−p)) ∈ CN(q+1−p). We are looking for a solution Wj = (W (1)
j , . . . ,W

(q+1+r)
j )

in `2 to (67). Using the notation Wj := W
(q+1+r)

j+r , j ≥ 1− r, we should necessarily have

∀ ` = −r, . . . , q , ∀ j ≥ 1 , W
(q+1−`)

j = Wj+` −
`−1∑

k=−r

F
(q+1−k)
j+`−1−k . (69)
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Moreover, the sequence (Wj)j≥1−r should be a solution to (56) with source terms (Fj), g1−r, . . . , g0

defined by

∀ j ≥ q + 2− p , Fj :=
p+r∑
`=0

Ap−`(z)
q−∑̀

k=−r

F
(q+1−k)
j+p−1−`−k , (70)

∀ j = 1, . . . , q + 1− p , Fj := G (j) +
p∑

`=−r

A`(z)
j+`−2∑
k=−r

F
(q+1−k)
j+`−1−k , (71)

∀ j = 1− r, . . . , 0 , gj := G (j) +
j−2∑

k=−r

F
(q+1−k)
j−1−k −

q∑
`=0

B`,j(z)
`−1∑

k=−r

F
(q+1−k)
`−k . (72)

The relations (70), (71), (72) define a sequence (Fj) ∈ `2 and vectors g1−r, . . . , g0 such that, for a
given constant M that does not depend on z, there holds∑

j≥1

|Fj |2 ≤ M

∑
j≥1

|Fj |2 + |GII |2
 ,

0∑
j=1−r

|gj |2 ≤ M

∑
j≥1

|Fj |2 + |GI |2
 . (73)

Applying Theorem 3.4, we know that there exists a unique solution (Wj) ∈ `2 to (56) with the source
terms defined in (70), (71), (72), and that for some constant CR independent of z, there holds

|z| − 1
|z|

∑
j≥1−r

|Wj |2 +
p∑

j=1−r

|Wj |2 ≤ CR

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

The relation (69) then defines a sequence (Wj)j≥1 ∈ `2 which is a solution to (67). Combining (69),
(73) and the estimate of (Wj), we get

|z| − 1
|z|

∑
j≥1

|Wj |2 +
p−1∑

`=−r

∣∣∣W (q+1−`)
1

∣∣∣2 ≤ CR

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
|z|

|z| − 1
|GII |2 + |GI |2

 .

In order to complete the proof, it only remains to estimate the sum
q∑

`=p

∣∣∣W (q+1−`)
1

∣∣∣2 .

This is done with an induction argument based on the relations

∀ j = 0, . . . , q − p ,

p∑
`=−r

A`(z) W
(q+1−`−j)

1 = G
(1+j)
1 ,

and the fact that Ap(z) is invertible for all z ∈ U . The details are left to the reader. Eventually,
we obtain an estimate of the form

|W1|2 =
q∑

`=−r

∣∣∣W (q+1−`)
1

∣∣∣2 ≤ C ′
R

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
|z|

|z| − 1
|GII |2 + |GI |2

 .

The uniqueness of the solution (Wj) ∈ `2 to (67) is proved by entirely similar arguments to those
used in the proof of Proposition 3.1. We feel free to skip the details.
• Let us now assume that (67) has a unique solution in `2 for all source terms (Fj) ∈ `2 and G

together with the estimate (68). Let R ≥ 2, let z ∈ U with |z| ≤ R, and let us consider some source
terms (Fj) ∈ `2, g1−r, . . . , g0 ∈ CN for (37). We define the vectors

Fj := (Ap(z)−1 Fq+1−p+j , 0, . . . , 0) , G := (g0, . . . , g1−r, F1, . . . , Fq+1−p) .

The assumption yields the existence of a sequence (Wj) ∈ `2 to (67), satisfying

|z| − 1
|z|

∑
j≥1

|Wj |2 + |W1|2 ≤ CR

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
|z|

|z| − 1
|GII |2 + |GI |2

 .
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The definition of the source terms (Fj),G gives

|z| − 1
|z|

∑
j≥1

|Wj |2 + |W1|2 ≤ C ′
R

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

Using the decomposition Wj = (W (1)
j , . . . ,W

(p+r)
j ) as well as the notation Wj := W

(p+r)
j+r , j ≥ 1− r,

(Wj) ∈ `2 is a solution to (37) that satisfies

|z| − 1
|z|

∑
j≥1−r

|Wj |2 +
q+1∑

j=1−r

|Wj |2 ≤ C ′
R

 |z|
|z| − 1

∑
j≥1

|Fj |2 +
0∑

j=1−r

|gj |2
 .

Such a solution in `2 to (37) is necessarily unique, and Theorem 3.4 completes the argument. �

Remark 3.5. Unlike what happened in the case q < p with the definition (58) of the matrix B(z),
it is no longer clear that the matrix B̃(z) in (66) has maximal rank (this was uncorrectly claimed
in [4]). However, the result of Proposition 3.2 shows that if the scheme (32) is strongly stable, then
B̃(z) should have maximal rank for all z ∈ U (use Proposition 3.2 with Fj = 0 for all j and an
arbitrary G ). A refined version of this result is stated in the following paragraph.

3.4. Characterization of strong stability: the main result. Up to now, we have characterized
strong stability in terms of an estimate for the resolvent equation (37), or for the equivalent formu-
lations (59) or (67). We have also seen that a necessary condition for strong stability is the so-called
Godunov-Ryabenkii condition of Corollary 3.1, which is an analogue of the Lopatinskii condition for
hyperbolic initial boundary value problems. In this paragraph, we make a little more precise this
necessary condition for strong stability. It will turn out that this refined necessary condition will
also be sufficient for strong stability. Readers who are familiar with the theory of hyperbolic initial
boundary value problems will recognize the gap between the Lopatinskii condition and the uniform
Lopatinskii condition, see [2, chapter 4]. The gap here between the Godunov-Ryabenkii condition
and what we shall call the uniform Kreiss-Lopatinskii condition below is entirely analogous.

Let us begin with a fundamental property of the matrices M(z) in (57) and M̃(z) in (65). We
recall that the operators Qσ that appear in (32) and whose expression is given in (33) correspond to
a discretization of the hyperbolic operator. According to the analysis of Section 2, see in particular
Propositions 2.1 and 2.2, stability for the discrete Cauchy problem is encoded in the uniform power
boundedness of the amplification matrix A (ei η), η ∈ R. To encompass both situations s = 0 and
s ≥ 1, we shall always refer to the discrete Cauchy problem as to problem (14), with the operators
Qσ as in (33) or (15). The amplification matrix A is then defined in (16) as a (block) companion
matrix. When s equals 0, this definition reduces to (11). The fundamental property of M(z) is
stated as follows.

Lemma 3.7 (Stable eigenvalues of M(z) [11]). Let Assumption 3.1 be satisfied, and let us assume
that the discretization of the Cauchy problem (14) is stable in the sense of Definition 2.2. Then for
all z ∈ V , the eigenvalues of the matrix M(z) in (57) are those κ ∈ C \ {0} such that

det (A (κ)− z I) = 0 .

In particular for all z ∈ U , M(z) has no eigenvalue on the unit circle S1 and the number of
eigenvalues in D equals N r (eigenvalues are counted with their algebraic multiplicity).

We emphasize that there is no condition on the integer q in Lemma 3.7 because the definition of
M(z) is independent of q, see Remark 3.4.

Proof of Lemma 3.7. The matrix M(z) in (57) is defined on the open neighborhood V = {z ∈
C , |z| > 1− ε0} of U . On V , both matrices A−r(z) and Ap(z) are invertible thanks to Assumption
3.1. Let now z ∈ V , and let X = (X1, . . . , Xp+r) ∈ CN(p+r) belong to the kernel of M(z). Using
the expression (57) of M(z), we get

X1 = · · · = Xp+r−1 = 0 , Ap(z)−1 A−r(z) Xp+r = 0 ,
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so the kernel of M(z) is reduced to {0}. In particular, the eigenvalues of M(z) are nonzero. We are
now going to obtain some more precise information on these eigenvalues.

Applying some standard rules for determinants of block companion matrices (use Schur’s com-
plement formula, see e.g. [18]), we obtain for all z ∈ V and all κ 6= 0:

det(M(z)− κ I) = (−1)N(p+r−1) det

[
−

p∑
`=−r

κ`+r Ap(z)−1 A`(z)− κp+r I

]

= (−1)N(p+r) κNr det Ap(z)−1 det

[
p∑

`=−r

κ` A`(z)

]
. (74)

In the same way, we compute

det(A (κ)− z I) = (−1)Ns det

[
s∑

σ=0

zs−σ Q̂σ(κ)− zs+1 I

]

= (−1)N(s+1) zN(s+1) det

[
p∑

`=−r

κ` A`(z)

]
.

In other words, for z ∈ V and κ 6= 0, det(M(z) − κ I) and det(A (κ) − z I) vanish simultaneously.
This proves the first part of Lemma 3.7.

Let now z ∈ U . Let us assume that κ ∈ S1 is an eigenvalue of M(z). Then z is an eigenvalue
of A (κ). However, stability for the discrete Cauchy problem (14) implies that the von Neumann
condition is satisfied, see Corollary 2.1, so the spectral radius of A (κ) is not larger than 1. We are
led to a contradiction. By a continuity/connectedness argument, the number of eigenvalues of M(z)
in D is independent of z ∈ U . We are now going to show that this number equals N r. The idea is
to study the behavior of eigenvalues of M(z) as z tends to infinity.

Let us first show that as z tends to infinity, the eigenvalues of M(z) which belong to D converge
to 0. For otherwise, there would exist ε > 0, a sequence (zn)n≥1 with |zn| > n, and a sequence
(κn)n≥1 such that

∀n ≥ 1 , ε ≤ |κn| < 1 , κn ∈ sp(M(zn)) .

Applying the formula (74), we have

∀n ≥ 1 , det

[
p∑

`=−r

κ`
n A`(zn)

]
= 0 . (75)

Up to extracting a subsequence, we can assume that (κn) converges towards κ∞ which satisfies
ε ≤ |κ∞| ≤ 1 (in particular, κ∞ 6= 0). Recalling the definition (54) and passing to the limit in (75),
we obtain det I = 0 which is a contradiction. We have thus proved that for large |z|, the eigenvalues
of M(z) which belong to D are arbitrarily close to 0.

To complete the proof, we introduce the function

D(κ, Z) := det

[
p∑

`=−r

κr+` A`(1/Z)

]
.

According to the definition (54) of the matrices A`, D is a polynomial function of (κ, Z). Moreover,
we have D(κ, 0) = κNr. This shows that for all Z 6= 0 sufficiently small, the polynomial D(·, Z) has
exactly N r roots (counted with their multiplicity) which are close to 0. (This is a direct application
of Rouché’s Theorem for holomorphic functions.) Then the formula (74) shows that for large |z|,
M(z) has N r eigenvalues which are close to 0. Since all eigenvalues of M(z) in D must be close to
0, we have proved that for all z ∈ U , M(z) has exactly N r eigenvalues in D. �

The eigenvalues of M(z) in D are called stable since they correspond to geometrically decreasing
sequences (hence in `2) that are solutions to the induction relation

Wj+1 = M(z) Wj , j ≥ 1 .

At the opposite, eigenvalues of M(z) in U will be called unstable since they correspond to sequences
whose norm diverges geometrically.
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Our proof of Lemma 3.7 follows [11] where the same result is proved in the case s = 0. Unlike
what is stated in [9], the number of eigenvalues of M(z) in D has nothing to do with the boundary
conditions in (32). As a matter of fact, the definition of M(z) only involves the matrices A`,σ and
is completely independent of the matrices B`,j,σ, see (57). In the same way, the definition (65) of
M̃(z) only involves the matrices A`,σ.

The matrix M̃(z) defined in (65) and used to rewrite the resolvent equation in the case q ≥ p
satisfies analogous properties to those stated in Lemma 3.7.

Lemma 3.8 (Stable eigenvalues of M̃(z)). Let Assumption 3.1 be satisfied, let us assume q ≥ p
and let us further assume that the discretization of the Cauchy problem (14) is stable in the sense
of Definition 2.2. Then for all z ∈ V , the eigenvalues of M̃(z) are 0 - with algebraic multiplicity
N (q + 1− p) - and the eigenvalues of the matrix M(z) (eigenvalues are counted with their algebraic
multiplicity).

In particular for all z ∈ U , M̃(z) has no eigenvalue on the unit circle S1 and the number of
eigenvalues in D equals N (q + 1− p + r).

Proof of Lemma 3.8. With the result of Lemma 3.7, the proof is now straightforward (we recall that
Lemma 3.7 holds independently of q). Indeed, for z ∈ V and κ ∈ C, we compute

det(M̃(z)− κ I) = (−1)N(q+1+r) det

[
p+r∑
`=1

κq+1+r−` Ap(z)−1 Ap−`(z) + κq+1+r I

]

= (−1)N(q+1+r) det Ap(z)−1 κN(q+1−p) det

[
p∑

`=−r

κr+` A`(z)

]
.

Since A−r(z) is invertible, the latter equality shows that 0 is a root with multiplicity N (q +1−p) of
the characteristic polynomial of M̃(z). Moreover, the relation (74) shows that the nonzero eigenvalues
of M̃(z) are exactly the eigenvalues of M(z) and the algebraic multiplicities coincide. The result of
Lemma 3.8 follows. �

The results of Lemma 3.7 and Lemma 3.8 imply the following necessary conditions for strong
stability in the cases q < p and q ≥ p.

Corollary 3.2 (The uniform Kreiss-Lopatinskii condition in the case q < p). Let Assumption 3.1
be satisfied, let us assume q < p and let us further assume that the discretization of the Cauchy
problem (14) is stable in the sense of Definition 2.2. If the scheme (32) is strongly stable in the
sense of Definition 3.1, then for all R ≥ 2, there exists a constant CR > 0 such that for all z ∈ U
with |z| ≤ R, there holds

∀W ∈ Es(z) , |W | ≤ CR |B(z) W | , (76)
where Es(z) denotes the generalized eigenspace of the matrix M(z) associated with eigenvalues in D,
and where the matrix B(z) is defined in (58).

In other words, if the scheme (32) is strongly stable, then the mapping

Φ(z) : W ∈ Es(z) 7−→ B(z)W ∈ CNr ,

is an isomorphism for all z ∈ U . Moreover for all R ≥ 2, the inverse Φ(z)−1 is uniformly bounded
with respect to z ∈ U , |z| ≤ R.

Proof of Corollary 3.2. The proof is very easy. Let R ≥ 2, and let z ∈ U with |z| ≤ R. According
to the assumptions, we can apply both Propositions 3.1 and Lemma 3.7. Let W ∈ Es(z). The
sequence (Wj)j≥1 defined by {

Wj+1 = M(z) Wj , j ≥ 1 ,

W1 := W ,

belongs to `2 (it converges towards 0 geometrically as j tends to +∞) and it is a solution to{
Wj+1 = M(z)Wj , j ≥ 1 ,

B(z)W1 = B(z)W .
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Then the estimate (60) for solutions to (59) yields (76). Lemma 3.7 shows that the stable subspace
Es(z) has dimension N r so the linear mapping Φ(z) defined in Corollary 3.2 is an isomorphism (it
is injective and the spaces have equal dimension). The estimate (76) shows that the norm of Φ(z)−1

remains uniformly bounded as z ∈ U approaches the unit circle. �

From Corollary 3.2, we see that the scheme (32) could not have been strongly stable if B(z) had
not had maximal rank. Hopefully, this maximal rank property is obvious here, see Remark 3.2.

There is of course a similar result in the case q ≥ p. We feel free to skip the proof.

Corollary 3.3 (The uniform Kreiss-Lopatinskii condition in the case q ≥ p). Let Assumption 3.1
be satisfied, let us assume q ≥ p and let us further assume that the discretization of the Cauchy
problem (14) is stable in the sense of Definition 2.2. Let us decompose the matrix B̃(z) in (66) as

∀ z ∈ C \ {0} , B̃(z) =
(

B](z)
B[(z)

)
, B](z) ∈ MNr,N(q+1+r)(C) , B[(z) ∈ MN(q+1−p),N(q+1+r)(C) .

If the scheme (32) is strongly stable in the sense of Definition 3.1, then for all R ≥ 2, there exists a
constant CR > 0 such that for all z ∈ U with |z| ≤ R, there holds

∀W ∈ Ẽs(z) ∩Ker B[(z) , |W | ≤ CR |B](z) W | , (77)

where Ẽs(z) denotes the generalized eigenspace of the matrix M̃(z) associated with eigenvalues in D.

We shall see later on that the space Ẽs(z)∩Ker B[(z) has dimension N r for all z ∈ U . Moreover,
the matrix B](z) has rank N r for all z ∈ C\{0}. Hence the estimate (77) is not ruled out by obvious
dimensions reasons (for instance if the rank of B](z) had been smaller than N r).

Let us also observe that if the estimate (77) holds, then the mapping

Φ̃(z) : W ∈ Ẽs(z) 7−→ B̃(z) W ∈ CN(q+1−p+r) ,

is injective, so it is an isomorphism. In particular, B̃(z) has maximal rank for all z ∈ U .

Remark 3.6. We do not know whether the terminology “uniform Kreiss-Lopatinskii condition” is
really standard in the context of finite difference schemes (probably “uniform Godunov-Ryabenkii
condition” might be more appropriate). Our goal here is to emphasize the link between this condi-
tion and the analogous necessary condition for well-posedness for hyperbolic initial boundary value
problems.

As we shall see below, the vector space Es(z) varies continuously - and even holomorphically
- with respect to z ∈ U . Another way to rephrase Corollary 3.2 is therefore: for all z ∈ U ,
Es(z) ∩ Ker B(z) = {0}, that is, CN(p+r) = Es(z) ⊕ Ker B(z). Moreover, for all 1 < R1 ≤ R2, the
quantity

sup
R1≤|z|≤R2

sup
W ∈Es(z)\{0}

|W |
|B(z)W |

,

remains bounded as R1 tends to 1 and R2 remains fixed.
The Godunov-Ryabenkii condition shows that the latter quantity is finite for all 1 < R1 ≤ R2, but

it does not give any information on how this quantity varies as R1 approaches 1. Some examples
for which the uniform Kreiss-Lopatinskii condition is not satisfied show that this quantity may be
unbounded as R1 tends to 1.

The estimate (76), or (77), is a necessary condition for strong stability. The injectivity of the
linear mapping Φ(z) in Corollary 3.2 can be tested by first determining a basis (e1(z), . . . , eNr(z))
of Es(z), and by computing the associated (Lopatinskii) N r ×N r determinant

∆(z) := det
[
B(z) e1(z) . . . B(z) eNr(z)

]
.

The vanishing of ∆(z) is independent of the choice of the basis. The Godunov-Ryabenkii condition
holds true if and only if ∆ does not vanish on U . Some examples of computations of such deter-
minants are given a little further in these notes for the Lax-Friedrichs and leap-frog schemes with
various choices of numerical boundary conditions.

In the spirit of [9], our main result shows that the uniform Kreiss-Lopatinskii condition (meaning
the fulfillment of the estimate (76) or (77) according to the sign of q − p) is not only a necessary
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condition for strong stability but is also a sufficient condition. Our result requires however a
structural assumption on the operators Qσ, namely the property of geometric regularity introduced
in Section 2. More precisely, our main result in the case q < p reads:

Theorem 3.5 (Main result for q < p). Let Assumption 3.1 be satisfied, let us assume q < p and
let us further assume that the discretization of the Cauchy problem (14) is stable in the sense of
Definition 2.2 and that the operators Qσ are geometrically regular in the sense of Definition 2.3.
For all z ∈ U , we let Es(z) denote the generalized eigenspace of the matrix M(z) in (57) associated
with eigenvalues in D.

Then the scheme (32) is strongly stable in the sense of Definition 3.1 if and only if for all R ≥ 2,
there exists a constant CR > 0 such that for all z ∈ U with |z| ≤ R, the estimate (76) holds with
the matrix B(z) defined in (58).

Our main result in the case q ≥ p is similar.

Theorem 3.6 (Main result for q ≥ p). Let Assumption 3.1 be satisfied, let us assume q ≥ p and
let us further assume that the discretization of the Cauchy problem (14) is stable in the sense of
Definition 2.2 and that the operators Qσ are geometrically regular in the sense of Definition 2.3.
For all z ∈ U , we let Ẽs(z) denote the generalized eigenspace of the matrix M̃(z) in (65) associated
with eigenvalues in D.

Then the scheme (32) is strongly stable in the sense of Definition 3.1 if and only if for all R ≥ 2,
there exists a constant CR > 0 such that for all z ∈ U with |z| ≤ R, the estimate (77) holds with
B](z), B[(z) as in Corollary 3.3.

We shall give later on a more practical version of Theorems 3.5 and 3.6, where the fulfillment
of the estimates (76) or (77) will be replaced by a purely algebraic condition. However, this new
formulation will rely on the continuous extension of the stable subspace Es(z) to S1, which is still
not known. Let us now give a few details on the strategy of the proof.

The proof of Theorems 3.5 and 3.6 relies on the construction of symmetrizers for the equivalent
forms (59) or (67) of the resolvent equation (37). A symmetrizer is a matrix S(z) such that when one
multiplies (59) or (67) by W ∗

j+1 S(z) and use summation by parts (also known as Abel’s transforma-
tion), one more or less ends up with the estimate (60) or (68). A precise definition of symmetrizers
is given below. The crucial point is to understand the construction of the symmetrizer when z ∈ U
is close to S1. In particular, a crucial issue in the construction is to understand how the stable
subspace Es(z), or Ẽs(z), behaves as z approaches S1. The geometric regularity condition will first
enable us to prove that Es(z) has a limit as z ∈ U tends to a point of S1. We shall then be able
to rephrase the uniform Kreiss-Lopatinskii condition in a more convenient way and to construct a
symmetrizer which depends smoothly on z.

In order to clarify the proof of Theorem 3.5, we first devote some paragraphs to the proof of
several results that will be intermediate steps for the whole proof. Each step may have its own
interest, so we feel that cutting the proof into several “small” pieces is more appropriate. It also
clarifies where the assumptions of Theorem 3.5 are needed. There are more or less four main steps
in the proof of Theorem 3.5 (the proof of Theorem 3.6 follows exactly the same strategy):

(1) Reducing the matrix M(z) in (57) to a convenient block diagonal form, that is, showing that
M(z) satisfies the so-called discrete block structure condition defined below (see Definition
4.1). The analysis closely follows [13] and [15, appendix C]. This step is a refined version of
the analysis in [9].

(2) Constructing a symmetrizer for each block in the reduction of M(z). This part of the proof
requires the analysis of quite many cases, which correspond to the possible behaviors of
eigenvalues for the amplification matrix associated with geometrically regular operators.
This is where the analysis and the examples of Section 2 will be useful and this is actually
the main reason why we have given so many examples in Section 2. This part of the proof
is the main novelty compared with [9] since we are able to cover here all the possible cases
while only two of them were allowed in [9]. In particular, the theory developed in [9] could
not cover the singular behaviors displayed in Figures 2 and 4.
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(3) Showing that the existence of a symmetrizer implies that the stable subspace extends con-
tinuously to z ∈ S1, and thus reformulating the uniform Kreiss-Lopatinskii condition. This
part of the proof is inspired from [14].

(4) Proving energy estimates for the equivalent formulation (59) of the resolvent equation. This
part of the proof already appeared in [9] and there is no modification here.

In what follows, we shall deal with the three first steps of the proof as if they were independent
problems. The main reason for doing so is to clarify which assumptions are needed for each part of
the analysis in view of a future extension to multidimensional problems.
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4. Characterization of strong stability: proof of the main results

4.1. The discrete block structure condition. The aim of this paragraph is to understand to
which extent the resolvent equation (59), resp. (67), can be “diagonalized”. The goal is more or less
to reduce to a set of scalar equations but this is unfortunately not always possible as we shall see
below. We begin with the following

Definition 4.1 (Discrete block structure condition). Let M be a holomorphic function on some
open neighborhood of U with values in Mm(C) for some integer m. Then M is said to satisfy the
discrete block structure condition if the two following conditions are satisfied:

(1) for all z ∈ U , sp(M(z)) ∩ S1 = ∅,
(2) for all z ∈ U , there exists an open neighborhood O of z in C, and there exists an invertible

matrix T (z) that is holomorphic with respect to z ∈ O such that

∀ z ∈ O , T (z)−1 M(z)T (z) = diag (M1(z), . . . ,ML(z)) ,

where the number L of diagonal blocks and the size ν` of each block M` do not depend on
z ∈ O, and where each block satisfies one of the following properties:
• there exists δ > 0 such that for all z ∈ O, M`(z)∗ M`(z) ≥ (1 + δ) I,
• there exists δ > 0 such that for all z ∈ O, M`(z)∗ M`(z) ≤ (1− δ) I,
• ν` = 1, z and M`(z) belong to S1, and z M ′

`(z) M`(z) ∈ R \ {0},
• ν` > 1, z ∈ S1 and M`(z) has the form

M`(z) = κ`


1 1 0 0

0
. . . . . . 0

...
. . . . . . 1

0 . . . 0 1

 , κ` ∈ S1 .

Moreover the lower left coefficient m` of M ′
`(z) is such that for all θ ∈ C with Re θ > 0,

and for all complex number ζ such that ζν` = κ` m` z θ, then Re ζ 6= 0.

We refer to the blocks M` in the reduction of M as being of the first, second, third or fourth type.

The discrete block structure condition is more precise than the normal form of [9, Theorem 9.1].
Definition 2.2 clarifies the structure of the blocks associated with eigenvalues in S1. Such blocks are
either scalar, which was not clear in [9], or have a “Jordan structure” (blocks of the fourth type).
This clarification will simplify the construction of symmetrizers in the following paragraph. Our
goal here is to prove the following

Theorem 4.1 (Characterization of the discrete block structure condition [4]). Let Assumption 3.1
be satisfied. Then M defined by (57) satisfies the discrete block structure condition if and only if the
operators Qσ in (33) are geometrically regular and the discretization (14) is stable in the sense of
Definition 2.2.

Theorem 4.1 is the analogue for finite difference schemes of Theorem C.3 in [15]. The assumptions
of Theorem 4.1 allow more general situations than the cases covered by [9]. In particular, we show
that assumptions 5.2 and 5.3 in [9] are not necessary to reduce M to the discrete block structure.
Before proving Theorem 4.1, we recall the basic observation that was already discussed in Section 2:
the geometric regularity of the operators Qσ is not a consequence of the stability of (14). However,
we have seen that many finite difference schemes used to discretize hyperbolic equations satisfy this
geometric regularity condition. We therefore believe that Theorem 4.1 applies more or less to all
finite difference discretizations of the form (32).

Proof of Theorem 4.1. • Let us start with the “easy” part of the Theorem. We assume here that M
defined by (57) satisfies the discrete block structure condition. Let us first show that the amplification
matrix satisfies the von Neumann condition. Let κ ∈ S1 and let z ∈ sp(A (κ)). Let us assume z ∈ U .
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Recalling the definition (16), we obtain (the argument is the same as in the proof of Lemma 3.7)

0 = det(A (κ)− z I) = (−1)Ns det

[
s∑

σ=0

zs−σ Q̂σ(κ)− zs+1 I

]

= (−1)N(s+1) zN(s+1) det

[
p∑

`=−r

κ` A`(z)

]
. (78)

Since κ is nonzero, the relation (74) shows that κ ∈ S1 is an eigenvalue of M(z), and z ∈ U . This
is ruled out by the discrete block structure condition (see condition (1) in Definition 4.1). In other
words, the eigenvalues of A (κ) belong to D or S1, so the von Neumann condition (18) is satisfied.

We are now going to prove that the operators Qσ are geometrically regular. Let κ ∈ S1 and let
us assume that z ∈ S1 is an eigenvalue of A (κ) with algebraic multiplicity α. The same argument
as above based on relation (74) shows that κ is an eigenvalue of M(z). We apply property (2) of
the discrete block structure condition at the point z: there exists an open neighborhood O of z in
C, and there exists an invertible matrix T (z) that depends holomorphically on z ∈ O such that

∀ z ∈ O , T (z)−1 M(z)T (z) = diag (M1(z), . . . , ML(z)) , (79)

where, for some integer µ ≥ 1, there holds

κ ∈ sp(M`(z)) ⇐⇒ 1 ≤ ` ≤ µ .

Moreover, the blocks M1, . . . , ML are of the first, second, third or fourth type. Since we have κ ∈ S1,
it is not difficult to check that the blocks M1, . . . , Mµ in (79) can only be of the third or fourth
type11. For all (κ, z) sufficiently close to (κ, z), we have

det(M(z)− κ I) = ϑ(κ, z)
µ∏

`=1

det(M`(z)− κ I) , ϑ(κ, z) 6= 0 ,

and ϑ is a holomorphic function of (κ, z) near (κ, z). Using the relations (78) and (74), which are
both valid for (κ, z) close to (κ, z), we obtain (for a possibly different function ϑ which is still denoted
ϑ)

det(z I −A (κ)) = ϑ(κ, z)
µ∏

`=1

det(M`(z)− κ I) , ϑ(κ, z) 6= 0 . (80)

We now examine each determinant det(M`(z) − κ I) in (80). We recall that M`, 1 ≤ ` ≤ µ, is
either a block of the third or fourth type, and κ is the unique eigenvalue of M`(z). If M` is a block
of the third type, then we have

det(M`(z)− κ I) = M`(z)− κ ∈ C ,

and12

∂(M`(z)− κ)
∂z

∣∣
(κ,z)

= M′
`(z) 6= 0 .

If M` is a block of the fourth type, then we have

M`(z)− κ I = κ


0 1 0 0

0
. . . . . . 0

...
. . . . . . 1

0 . . . 0 0

 , (81)

and therefore (we use the notation of Definition 4.1 for blocks of the fourth type)

∂ det(M`(z)− κ I)
∂z

∣∣∣
(κ,z)

= (−1)ν`−1 κν`−1 m` 6= 0 .

11The eigenvalues of a block of the first type necessarily belong to U , and the eigenvalues of a block of the second
type belong to D, see Lemma 4.1 a little further for a refined statement.

12Recall from Definition 4.1 that for a block of the third type, M′
`(z) can not be zero.
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Applying the Weierstrass preparation Theorem, for which we refer to [10], for each ` = 1, . . . , µ,
there exists a holomorphic function β` defined on a suitable neighborhood of κ and that satisfies

∀ ` = 1, . . . , µ , det(M`(z)− κ I) = ϑ(κ, z) (z − β`(κ)) , β`(κ) = z , ϑ(κ, z) 6= 0 . (82)

Using the latter factorization in (80), we obtain

det(z I −A (κ)) = ϑ(κ, z)
µ∏

`=1

(z − β`(κ)) , ϑ(κ, z) 6= 0 .

Evaluating at κ = κ, we find that µ equals the multiplicity of z as a root of the characteristic
polynomial of A (κ), hence µ = α. Going back to Definition 2.3 of geometrically regular operators, we
see that it only remains to construct some eigenvectors e`(κ) of A (κ) associated with the eigenvalues
β`(κ) and that depend holomorphically on κ.

We now go back to the reduction (79). In what follows, Tj(z) denotes the j-th column vector of
the matrix T (z). Let ` ∈ {1, . . . , α}. If M`(z) is a block of the third type, we define

E`(κ) := Tj`+1(β`(κ)) , j` :=
`−1∑
`′=1

ν`′ ,

where we use the same notation as in Definition 4.1, that is, νk denotes the size of the block Mk in
(79) (this size is independent of z). We also recall that the function β` satisfies (82). Since Tj`+1(z)
is an eigenvector of M(z) associated with the eigenvalue M`(z), we obtain the relation

M(β`(κ))E`(κ) = κ E`(κ) ,

which holds for all κ close to κ, and E`(κ) depends holomorphically on κ. Let us now consider
the case when M`(z) is a block of the fourth type. Using the factorization (82), we know that the
matrix M`(β`(κ)) − κ I is singular for all κ close to κ. Moreover, the rank of M`(z) − κ I equals
ν` − 1, see (81), so the rank of M`(β`(κ))− κ I is at least ν` − 1 for all κ. Consequently, the kernel
of M`(β`(κ)) − κ I is one-dimensional for all κ close to κ, and the last row of M`(β`(κ)) − κ I is a
linear combination of the first ν`−1 rows. We can then construct a vector e`(κ) ∈ Cν` that depends
holomorphically on κ and such that13

e`(κ) =
(
1 0 . . . 0

)
, (M`(β`(κ))− κ I) e`(κ) = 0 .

It is now not difficult to construct a vector E`(κ) that depends holomorphically on κ, that satisfies

M(β`(κ))E`(κ) = κ E`(κ) , E`(κ) = Tj`+1(z) , j` :=
`−1∑
`′=1

ν`′ . (83)

Indeed, if we write the vector e`(κ) as (γ1(κ), . . . , γν`
(κ)), it is sufficient to define

E`(κ) := γ1(κ) Tj`+1(β`(κ)) + · · ·+ γν`
(κ) Tj`+ν`

(β`(κ)) .

Eventually, for all ` = 1, . . . , α, we have constructed a vector E`(κ) satisfying (83) and that depends
holomorphically on κ. Relation (83) shows that the E`(κ)’s are linearly independent eigenvectors of
M(z) associated with the eigenvalue κ.

We decompose the vectors E`(κ) as E`(κ) = (E1,`(κ) . . . Ep+r,`(κ)), where each Ek,` belongs to
CN . Using (83), we find

E`(κ) =
(
κp+r−1 Ep+r,`(κ) . . . κEp+r,`(κ) Ep+r,`(κ)

)
,

p∑
j=−r

κj Aj(β`(κ))Ep+r,`(κ) = 0 .

In particular, the vectors Ep+r,`(κ), ` = 1, . . . , α, are linearly independent in CN . From the defini-
tions (54) and (16), we obtain(

β`(κ)s+1 I −
s∑

σ=0

β`(κ)s−σ Q̂σ(κ)

)
Ep+r,`(κ) = 0 .

13To construct e`(κ), it is sufficient to take 1 as its first coordinate, and to determine the last coordinates by
solving the linear system formed by the first ν` − 1 rows in the system (M`(β`(κ))− κ I) e`(κ) = 0. The last row will
be automatically zero as a linear combination of the other rows.
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Consequently, the vectors defined by

∀ ` = 1, . . . , α , e`(κ) :=
(
β`(κ)s Ep+r,`(κ) . . . β`(κ) Ep+r,`(κ) Ep+r,`(κ)

)
∈ CN(s+1)

satisfy

∀ ` = 1, . . . , α , A (κ) e`(κ) = β`(κ) e`(κ) .

It is straightforward to check that the vectors e`(κ) are linearly independent, so the vectors e`(κ)
remain linearly independent for κ close to κ. We have thus proved that the operators Qσ are
geometrically regular. Proposition 2.3 shows that the discretization (14) is stable in the sense of
Definition 2.2 (because the von Neumann condition is satisfied).
• From now on, we assume that the operators Qσ are geometrically regular and that the dis-

cretization (14) of the Cauchy problem is stable. In particular, Proposition 2.2 shows that the
matrix A (κ) is uniformly power bounded for κ ∈ S1. Our goal is to show that the matrix M(z)
defined by (57) satisfies the discrete block structure condition of Definition 4.1. Since the proof is
quite long, we split it in several steps.

Step 1. First of all, condition (1) of Definition 4.1 follows from Lemma 3.7. This property
immediately implies that the discrete block structure condition is satisfied in the neighborhood of
any z ∈ U . More precisely, let z ∈ U . In a small neighborhood O of z, the generalized eigenspace
associated with eigenvalues of M(z) in D and the generalized eigenspace associated with eigenvalues
of M(z) in U both depend holomorphically on z ∈ O (this follows from the Dunford-Taylor formula
for projectors, see the proof of Lemma 2.6). We can then reduce M(z) to a block diagonal form

T (z)−1 M(z)T (z) = diag (M[(z), M](z)) , M[(z) ∈ MNr(C) , M](z) ∈ MNp(C) ,

where the eigenvalues of M[(z) belong to D and the eigenvalues of M](z) belong to U . The dimension
of each block follows from Lemma 3.7. The invertible matrix T (z) depends holomorphically on z ∈ O.
Then we use the following classical result.

Lemma 4.1. Let M ∈ Mm(C). Then the spectrum of M is included in D if and only if there exists
an invertible matrix P and a positive constant δ such that

(P−1 M P )∗ (P−1 M P ) ≤ (1− δ) I .

Similarly, the spectrum of M is included in U if and only if there exists an invertible matrix P and
a positive constant δ such that

(P−1 M P )∗ (P−1 M P ) ≥ (1 + δ) I .

Proof of Lemma 4.1. Let M ∈ Mm(C) be such that there exists an invertible matrix P and a
positive constant δ satisfying

(P−1 M P )∗ (P−1 M P ) ≤ (1− δ) I .

Let µ be an eigenvalue of M , and let us consider an eigenvector that we write under the form P X,
with X ∈ Cm, |X| = 1. Then we have P−1 M P X = µX, and

|µ|2 = |(P−1 M P ) X|2 ≤ 1− δ < 1 ,

so the spectrum of M is included in D.
Let now M ∈ Mm(C) have its spectrum included in D. Let us first choose an invertible matrix

P that reduces M to its Jordan form

P−1 M P =


µ1 θ1 0 0

0
. . . . . . 0

...
. . . . . . θm−1

0 . . . 0 µm

 ,
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with µj ∈ D and θj ∈ {0, 1}. Introducing Pε := diag (1, ε, . . . , εm−1), ε > 0, we have

P−1
ε P−1 M P Pε =


µ1 ε θ1 0 0

0
. . . . . . 0

...
. . . . . . ε θm−1

0 . . . 0 µm

 .

Since the matrix I − diag (|µ1|2, . . . , |µm|2) is positive definite, the matrix

I − (P−1
ε P−1 M P Pε)∗ (P−1

ε P−1 M P Pε)

is positive definite for ε > 0 sufficiently small and the result follows. The analysis in the case of
eigenvalues in U instead of D is similar. �

Up to a constant change of basis (which modifies T (z) but keeps the holomorphy), we can thus
achieve the inequalities

M[(z)∗ M[(z) ≤ (1− 2 δ) I , M](z)∗ M](z) ≥ (1 + 2 δ) I ,

for some positive constant δ. Thanks to a continuity argument, we can conclude that the discrete
block structure condition is satisfied in a sufficiently small neighborhood O of z ∈ U . The reduction
only involves one block of the first type and one block of the second type.

Step 2. We now turn to the case z ∈ S1. If M(z) has no eigenvalue in S1 then we are reduced
to the preceeding case. We thus assume that M(z) has some eigenvalues in S1. More precisely, let
κ1, . . . , κk denote the elements of sp(M(z))∩ S1, and let α1, . . . , αk denote the corresponding algebraic
multiplicities of these eigenvalues. The generalized eigenspace Ker(M(z) − κj I)αj is denoted Kj .
For z sufficiently close to z, we also let Kj(z) denote the generalized eigenspace of M(z) associated
with its αj eigenvalues that are close to κj . The space Kj(z) depends holomorphically on z (same
argument as in Lemma 2.6) and satisfies Kj(z) = Kj . Then for z in a small neighborhood O of z,
we can perform a block diagonalization of M(z) with a holomorphic change of basis:

T (z)−1 M(z) T (z) = diag (M[(z), M](z), M1(z), . . . , Mk(z)) ,

where the eigenvalues of M[(z) belong to D, the eigenvalues of M](z) belong to U , and for all
j = 1, . . . , k, the αj eigenvalues of Mj(z) ∈ Mαj

(C) belong to a sufficiently small neighborhood of
κj . As in the preceeding case, we can always achieve the inequalities

∀ z ∈ O , M[(z)∗ M[(z) ≤ (1− δ) I , M](z)∗ M](z) ≥ (1 + δ) I ,

for some constant δ > 0, so from now on we focus on the blocks Mj(z). For the sake of clarity, we
shall only deal with the first block M1(z). This is only to avoid overloaded notations with many
indeces. Of course, the analysis below is valid for any of the blocks Mj(z). We are going to show
that in a convenient holomorphic basis of K1(z), the block M1(z) reduces to a block diagonal form
with blocks of the third or fourth type. The proof follows the analysis of [13, 15].

Step 3. Following [13], we first study the characteristic polynomial of M1(z). For z close to z,
the α1 eigenvalues of M1(z) are close to κ1. Combining the relations (74) and (78), we obtain

det(M1(z)− κ I) = ϑ(κ, z) det (z I −A (κ)) , (84)

where ϑ is holomorphic with respect to (κ, z) and does not vanish on a small neighborhood of
(κ1, z). We know that z ∈ S1 is an eigenvalue of A (κ1) so we can use the geometric regularity of
the operators Qσ. For (κ, z) in a sufficiently small neighborhood of (κ1, z), (84) reads

det(M1(z)− κ I) = ϑ(κ, z)
α∏

j=1

(
z − βj(κ)

)
, (85)

where α is a fixed integer (not necessarily equal to α1), and the βj ’s are holomorphic functions on
a neighborhood W of κ1 satisfying βj(κ1) = z. Thanks to the uniform power boundedness of the
matrices A (κ) for κ ∈ S1, we know that |βj(κ)| ≤ 1 for κ ∈ S1 ∩W . Using the Taylor expansion∣∣βj(κ1 ei ξ)

∣∣2 =
∣∣z + i κ1 β′j(κ1) ξ + o(ξ)

∣∣2 = 1 + 2Re (i z κ1 β′j(κ1)) ξ + o(ξ) ,



58 JEAN-FRANÇOIS COULOMBEL

for ξ ∈ R close to 0, we obtain that there exists a real number σj such that

κ1 β′j(κ1) = σj z , σj ∈ R . (86)

Thanks to (85), we can see that κ1 is a root of finite multiplicity of the holomorphic function
z − βj(·). (For otherwise, the function z − βj(κ) would be identically zero for all κ close to κ1, and
this is ruled out by (85).) Consequently there exists an integer νj ≥ 1 such that

∀ ν = 1, . . . , νj − 1 , β
(ν)
j (κ1) = 0 , β

(νj)
j (κ1) 6= 0 . (87)

We can apply the Weierstrass preparation Theorem to the holomorphic function z − βj(κ). For all
j = 1, . . . , α, there exists Pj(κ, z) that is a unitary polynomial function in κ with degree νj , such
that for (κ, z) close to (κ1, z), there holds

z − βj(κ) = ϑ(κ, z)Pj(κ, z) , Pj(κ, z) = (κ− κ1)
νj , ϑ(κ1, z) 6= 0 . (88)

Using (88), (85) reduces to

det(M1(z)− κ I) = ϑ(κ, z)
α∏

j=1

Pj(κ, z) .

For z close to z, the polynomial Pj(·, z) has νj roots, and these roots are close to κ1. Consequently,
the size of the block M1(z) equals ν1 + · · ·+ να. We also know that the size of this block equals α1,
the algebraic multiplicity of κ1 as an eigenvalue of M(z). Up to reordering the terms, there exists
an integer µ (possibly zero) such that

ν1 = · · · = νµ = 1 , νµ+1, . . . , να ≥ 2 .

For j = 1, . . . , µ, we have β′j(κ1) 6= 0, see (87), or equivalently σj 6= 0 in (86). Therefore βj is a
biholomorphic homeomorphism from a neighborhood W of κ1 to a neighborhood O of z. We let
mj denote its (holomorphic) inverse. With such notation, we obtain Pj(κ, z) = κ − mj(z) for all
j = 1, . . . , µ.

Using the relation (88), we also obtain ∂zPj(κ1, z) 6= 0. Then Puiseux’s expansions theory shows
that for z close to z and z 6= z, the νj roots of Pj(·, z) are simple, see for instance [1]. More precisely,
Puiseux’s expansions theory shows that the νj roots of Pj(·, z) behave asymptotically, at the leading
order in (z − z) as the roots of

(κ− κ1)
νj + ∂zPj(κ1, z) (z − z) = 0 ,

when z is close to z.
Step 4. For each eigenvalue βj(κ), j = 1, . . . , α and κ close to κ1, we know that A (κ) has a

holomorphic eigenvector ej(κ) ∈ CN(s+1). Using the definition (16) of A , we find that ej(κ) reads

∀ j = 1, . . . , α , ej(κ) =


βj(κ)s ej(κ)

...
βj(κ) ej(κ)

ej(κ)

 , ej(κ) ∈ CN ,

p∑
`=−r

κ` A`(βj(κ)) ej(κ) = 0 .

The vectors e1(κ1), . . . , eα(κ1) are linearly independent in CN because e1(κ1), . . . , eα(κ1) are linearly
independent in CN(s+1). Therefore when κ is close to κ1, the vectors e1(κ), . . . , eα(κ) remain linearly
independent. We define

∀ j = 1, . . . , α , Ej(κ) :=


κp+r−1 ej(κ)

...
κ ej(κ)
ej(κ)

 ∈ CN(p+r) .

These vectors depend holomorphically on κ, they are linearly independent in CN(p+r) for κ close to
κ1, and Ej(κ) is an eigenvector of M(βj(κ)) associated with the eigenvalue κ:

∀ j = 1, . . . , α ,
(
M(βj(κ))− κ I

)
Ej(κ) = 0 . (89)
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In particular, for j = 1, . . . , µ and for z in a neighborhood O of z, we have

∀ j = 1, . . . , µ , ∀ z ∈ O ,
(
M(z)−mj(z) I

)
Ej(mj(z)) = 0 . (90)

Let us recall that mj is the holomorphic inverse of βj for j = 1, . . . , µ, that is when β′j(κ1) 6= 0.
For all j = 1, . . . , µ, we have thus constructed a holomorphic eigenvalue mj(z) and a holomorphic
eigenvector Ej(mj(z)) of M(z). Moreover, we have m′

j(z) = 1/β′j(κ1) so we get

∀ j = 1, . . . , µ , mj(z) = κ1 ∈ S1 , z m′
j(z) mj(z) =

1
σj

∈ R \ {0} .

Step 5. We now turn to the most difficult case j = µ + 1, . . . , α (that is, σj = 0). We start from
the relation (89), differentiate this relation νj − 1 times with respect to κ, and evaluate the result
at κ = κ1. This yields(

M(z)− κ1 I
)
Ej(κ1) = 0 ,

− Ej(κ1) +
(
M(z)− κ1 I

)
E′

j(κ1) = 0 ,

...

− (νj − 1) E
(νj−2)
j (κ1) +

(
M(z)− κ1 I

)
E

(νj−1)
j (κ1) = 0 .

Then for all j = µ + 1, . . . , α, we define the following vectors:(
Ej,1, . . . , Ej,νj

)
:=
(
Ej(κ1),

κ1

1!
E′

j(κ1), . . . ,
κ

νj−1
1

(νj − 1)!
E

(νj−1)
j (κ1)

)
, (91)

that satisfy(
M(z)− κ1 I

)
Ej,1 = 0 , ∀ ν = 2, . . . , νj ,

(
M(z)− κ1 I

)
Ej,ν = κ1 Ej,ν−1 . (92)

Using the relations (90) and (92), we can show that the vectors

E1(κ1), . . . , Eµ(κ1), Eµ+1,1, . . . , Eµ+1,νµ+1
, . . . , Eα,1, . . . , Eα,να

,

are linearly independent. Moreover, these α1 vectors span the generalized eigenspace K1 of M(z)
associated with the eigenvalue κ1 (they all belong to this space and they are linearly independent
so they form a basis). So far we have thus obtained a basis of K1 in which the block M1(z) reads

M1(z) = diag
(
κ1, . . . , κ1,Mµ+1, . . . ,Mα

)
, M j := κ1


1 1 0 0

0
. . . . . . 0

...
. . . . . . 1

0 . . . 0 1

 ∈ Mνj
(C) .

In the next step of the analysis, we are going to extend the definition of the vectors Ej,ν to a
neighborhood of z.

Step 6. Let us recall that for all j = 1, . . . , α, the polynomial Pj(·, z) is defined by (88). We can
choose r > 0 such that for z in a neighborhood O of z, the νj roots of Pj(·, z) belong to the disc of
center κ1 and radius r/2. Then for all z ∈ O, for all j = µ + 1, . . . , α and for all ν = 1, . . . , νj , we
define a vector Ej,ν(z) by the formula

Ej,ν(z) :=
κν−1

1 (νj − ν)!
2 i π νj !

∫
|κ−κ1|=r

∂ν
κPj(κ, z)
Pj(κ, z)

Ej(κ) dκ .

Cauchy’s formula shows that for z = z, Ej,ν(z) coincides with the vector Ej,ν defined by (91).
Moreover, Ej,ν(z) depends holomorphically on z ∈ O. In particular we can choose the neighborhood
O such that for all z ∈ O, the vectors

E1(m1(z)), . . . , Eµ(mµ(z)), Eµ+1,1(z), . . . , Eµ+1,νµ+1(z), . . . , Eα,1(z), . . . , Eα,να
(z),

are linearly independent. We are now going to show that these vectors span the invariant subspace
K1(z), and that in this basis of K1(z), the matrix M1(z) is in block diagonal form with blocks of
the third and fourth type (the proof will be almost finished then !).
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For z close to z and j = µ+1, . . . , α, we let Fj(z) denote the vector space spanned by the linearly
independent vectors Ej,1(z), . . . , Ej,νj

(z). For j = 1, . . . , µ, we let Fj(z) denote the one-dimensional
vector space spanned by Ej(mj(z)). Then for all j, the dimension of Fj(z) is νj . Moreover the sum
of the Fj(z) is direct and has dimension α1. We already know that for j = 1, . . . , µ, Ej(mj(z)) is an
eigenvector of M(z) for the eigenvalue mj(z), see (90). Consequently, Fj(z) is stable by the matrix
M(z) and Fj(z) ⊂ K1(z) for j = 1, . . . , µ. We are now going to show that the same properties hold
true for j = µ + 1, . . . , α.

For z = z, thanks to (92), we know that Fj(z) is stable by M(z) and Fj(z) ⊂ K1. From now on
we thus consider a fixed z ∈ O \ {z}. For all j = µ + 1, . . . , α, we let κj,1, . . . , κj,νj

denote the νj

disctinct roots of the polynomial Pj(·, z). (We recall that these roots are distinct thanks to Puiseux’s
expansions theory.) These roots belong to the disc of center κ1 and radius r/2. Therefore, using the
residue Theorem, we obtain

Ej,ν(z) =
νj∑

m=1

ωj,ν,m Ej(κj,m) ,

for some suitable complex numbers ωj,ν,m. Therefore Fj(z) is contained in the vector space F̃j(z)
spanned by the vectors Ej(κj,1), . . . , Ej(κj,νj ). Because the dimension of Fj(z) is νj , we can conlude
that the dimension of F̃j(z) is also νj and Fj(z) = F̃j(z). Let us now show that F̃j(z) is stable
by M(z). We know that Pj(κj,m, z) = 0 so z = βj(κj,m). Using (89) we see that Ej(κj,m) is an
eigenvector of M(z) for the eigenvalue κj,m that is close to κ1. Consequently the vector space F̃j(z)
is stable by M(z) and F̃j(z) ⊂ K1(z). Since Fj(z) = F̃j(z), we have proved that for all j = 1, . . . , α,
Fj(z) is stable by M(z) and Fj(z) ⊂ K1(z). Using a dimension argument, we have obtained

K1(z) = F1(z)⊕ · · · ⊕ Fα(z) ,

and each Fj(z) is a stable vector space for M(z). Moreover, the characteristic polynomial of the
restriction of M(z) to Fj(z) is Pj(·, z). We have thus constructed a holomorphic basis of K1(z) in
which the matrix M1(z) reads

M1(z) = diag
(
m1(z), . . . ,mµ(z),Mµ+1(z), . . . ,Mα(z)

)
.

We also know that the characteristic polynomial of Mj(z) is Pj(·, z) for j = µ+1, . . . , α, and Mj(z)
is the Jordan block M j defined above (same expression as in Definition 4.1). The size of each block
in the reduction of M1(z) is independent of z.

Step 7. The only remaining task is to obtain the property stated in Definition 4.1 for the lower
left corner coefficient mj of M ′

j(z), j = µ + 1, . . . , α. We know that Pj(κ, z) is the characteristic
polynomial of Mj(z), and (88) gives ∂zPj(κ1, z) 6= 0. According to the form of Mj(z) = M j , we also
have

∂zPj(κ1, z) = det


? −κ1 0
... 0

. . .

?
...

. . . −κ1

−mj 0 . . . 0

 = −κ
νj−1
1 mj .

Hence mj is not zero. Let θ ∈ C satisfy Re θ > 0. For ε > 0, we define zε := z (1 + ε θ) ∈ U .
The eigenvalues of Mj(zε) are the roots of Pj(·, zε). According to Puiseux’s expansions theory, the
eigenvalues κ1(ε), . . . , κνj (ε) of Mj(zε) have an asymptotic expansion of the form

κν(ε) = κ1

(
1 + ε1/νj ζν + O(ε2/νj )

)
, (93)

where the complex numbers ζν are such that

0 = Pj(κν(ε), zε) = (κν(ε)− κ1)
νj − κ

νj−1
1 mj (zε − z) + o(ε)

=
(
κ

νj

1 ζνj
ν − κ

νj−1
1 mj z θ

)
ε + o(ε) .

In other words, the ζν ’s are the roots of the equation

ζνj = κ−1
1 mj z θ ,
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and the νj roots of this equation are simple. Our goal is to show that none of these roots is purely
imaginary. Let us argue by contradiction and let us therefore assume that, say, ζ1 is purely imaginary.
We write ζ1 = i ξ1. Then some simple Taylor expansions (recall (93)) yield

κ1(ε)
κ1

− ei ξ1 ε1/νj = O(ε2/νj ) ,

∀ ν = 2, . . . , νj ,
κν(ε)
κ1

− ei ξ1 ε1/νj = O(ε1/νj ) ,

and we get ∣∣∣det
(
Mj(zε)− κ1 ei ξ1 ε1/νj

I
)∣∣∣ = νj∏

ν=1

∣∣∣κν(ε)− κ1 ei ξ1 ε1/νj
∣∣∣ = O

(
ε1+1/νj

)
. (94)

To complete the proof, we need the following

Lemma 4.2 ([9]). Let Assumption 3.1 be satisfied, and let us assume that the discretization (14)
is stable in the sense of Definition 2.2. Then there exists a constant C > 0 such that for all z ∈ U
and for all κ ∈ S1, there holds

|(M(z)− κ I)−1| ≤ C
|z|

|z| − 1
.

Let us assume for the moment that Lemma 4.2 holds. Then using the block diagonalization of
M(z) in the neighborhood of z ∈ S1, we find that there exists a constant C > 0 and a neighborhood
O of z such that for all z ∈ O ∩U and for all κ ∈ S1, there holds

|(T (z)−1 M(z) T (z)− κ I)−1| ≤ C

|z| − 1
.

In particular, for all ε > 0 sufficiently small, and all κ ∈ S1, there holds (recall zε = z (1 + ε θ) and
Re θ > 0)

|(Mj(zε)− κ I)−1| ≤ C

ε
.

This inequality is uniform with respect to κ, so we can use it for κ = κ1 ei ξ1 ε1/νj . Using (94),
and the classical formula P−1 = Com(P )T / det(P ) for an invertible matrix P , we obtain that the
comatrix of Mj(z)− κ1 I vanishes. However, this is impossible because the rank of Mj(z)− κ1 I is
νj − 1. We have thus obtained that all the roots ζν have nonzero real part. �

Proof of Lemma 4.2. We first apply Proposition 2.2 and the Kreiss matrix Theorem (Theorem 2.1):
since the amplification matrix A (κ) is uniformly power bounded for κ ∈ S1, there exists a constant
C > 0 such that

∀κ ∈ S1 , ∀ z ∈ U , |(A (κ)− z I)−1| ≤ C

|z| − 1
. (95)

Let z ∈ U , κ ∈ S1, and let Y = (y, 0, . . . , 0) ∈ CN(s+1) with y ∈ CN . We are going to compute
the vector (A (κ)− z I)−1 Y . Indeed, let us denote X = (x0, . . . , xs) ∈ CN(s+1) the unique solution
to the linear system (A (κ)− z I)X = Y . We have

∀σ = 0, . . . , s, xσ = zs−σ xs ,(
I −

s∑
σ=0

z−σ−1 Q̂σ(κ)

)
xs = −z−s−1 y .

The inequality (95) gives (|z| − 1) |X| ≤ C |y| so in particular, we have (|z| − 1) |x0| ≤ C |y|. Using
the relation x0 = zs xs, we get the estimate

|xs| ≤
C |z|−s

|z| − 1
|y| , where xs = −z−s−1

(
I −

s∑
σ=0

z−σ−1 Q̂σ(κ)

)−1

y .
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The latter matrix is invertible for otherwise, A (κ)− z I would have a nontrivial kernel. Taking the
supremum over y ∈ CN , we obtain that there exists a constant C > 0 such that

∀κ ∈ S1 , ∀ z ∈ U ,

∣∣∣∣∣∣
(

I −
s∑

σ=0

z−σ−1 Q̂σ(κ)

)−1
∣∣∣∣∣∣ ≤ C

|z|
|z| − 1

.

Using the relation (this relation already appeared earlier in the proof of Theorem 4.1)

I −
s∑

σ=0

z−σ−1 Q̂σ(κ) =
p∑

`=−r

κ` A`(z) ,

we have just proved that there exists a constant C > 0 such that

∀κ ∈ S1 , ∀ z ∈ U ,

∣∣∣∣∣∣
(

p∑
`=−r

κ` A`(z)

)−1
∣∣∣∣∣∣ ≤ C

|z|
|z| − 1

. (96)

We now consider a vector b = (bp, . . . , b1−r) ∈ CN(p+r) and we let X = (xp−1, . . . , x−r) denote
the unique solution to the linear system (M(z) − κ I)X = b (Lemma 3.7 shows that the matrix
M(z)− κ I is invertible). From the definition (57), we obtain the relations

∀ ` = 1− r, . . . , p− 1, x` = κr+` x−r +
`+r−1∑

j=0

κj b`−j ,

κr

(
p∑

`=−r

κ` A`(z)

)
x−r = −b̃(κ, z) ,

with a vector b̃(κ, z) defined by

b̃(κ, z) := Ap(z) bp +
p−1∑

`=1−r

A`(z)
`+r−1∑

j=0

κj b`−j + κ Ap(z)
p+r−2∑

j=0

κj bp−1−j .

For z ∈ U and κ ∈ S1, we have a uniform bound

|̃b(κ, z)| ≤ C0 |b| ,

because the matrices A`(z) are uniformly bounded for z ∈ U , see (54). We then use the estimate
(96) to obtain the upper bound

|x−r| ≤ C
|z|

|z| − 1
|b| ,

with a constant C that is uniform with respect to κ ∈ S1 and z ∈ U . The other components
x1−r, . . . , xp−1 of x are easily estimated in terms of x−r and b. We have thus proved that there
exists a constant C > 0 such that for all z ∈ U and for all κ ∈ S1, we have

|(M(z)− κ I)−1 b| ≤ C
|z|

|z| − 1
|b| .

The proof of Lemma 4.2 is complete. �

Theorem 4.1 shows that under the assumptions of Theorem 3.5, the matrix M(z) satisfies the
discrete block structure condition. We are now interested in constructing a symmetrizer for M(z).
Rather than working on M(z) directly, we shall work on this partially diagonalized form of M(z)
and eventually go back to M(z) by changing basis.
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4.2. The construction of symmetrizers. The following terminology was borrowed from [14] and
adapted to the context of finite difference schemes in [4].

Definition 4.2 (K-symmetrizer). Let z ∈ U , and let M be a function defined on some neighborhood
O of z with values in Mm(C) for some integer m. Then M is said to admit a K-symmetrizer at z
if there exists a decomposition

Cm = Es ⊕ Eu ,

with associated projectors (πs, πu), such that for all K ≥ 1, there exists a neighborhood OK of z,
there exists a C∞ function SK on OK with values in Hm, and there exists a constant cK > 0 such
that the following properties hold for all z ∈ OK ∩U :

• M(z)∗ SK(z) M(z)− SK(z) ≥ cK (|z| − 1)/|z| I,
• for all W ∈ Cm, W ∗ SK(z)W ≥ K2 |πu W |2 − |πs W |2.

If M is a function defined on a neighborhood O of U with values in Mm(C) for some integer m,
then M is said to admit a K-symmetrizer if it admits a K-symmetrizer at all points of U .

We recall that in Definition 4.2, Hm denotes the set of Hermitian matrices of size m.
A few remarks should be made. In the decomposition as a direct sum of Cm, Es should be thought

of as the stable subpsace of M(z), meaning the generalized eigenspace associated with eigenvalues
in D, and Eu should be thought of as the unstable subpsace of M(z), meaning the generalized
eigenspace associated with eigenvalues in U , see Lemma 4.3 below. The main difficulty arises when
there are also eigenvalues on S1 so that one needs to determine whether such neutral eigenvalues
should be counted as stable or unstable.

The goal of the symmetrizer is basically to make the matrix M(z)∗ SK(z) M(z)− SK(z) positive
definite by putting a large positive weight K2 on the unstable components and the negative weight
−1 on the stable components. As explained below, this is rather easy when stable and unstable
eigenvalues decouple. This decoupling occurs either when M(z) has no eigenvalue on S1 or more
generally when there is no “singular” crossing of stable and unstable eigenvalues on S1. The con-
struction of the symmetrizer becomes much more involved when M(z) has at least one eigenvalue
on S1 that corresponds to such a crossing, because then one needs a precise description of how the
spectrum of M(z) behaves when z is close to z. For the stability analysis of finite difference schemes,
the reduction of M to the discrete block structure (Theorem 4.1) was precisely performed in order
to give the information required in the construction.

Before stating the main result of this paragraph, which is Theorem 4.2 below, let us give a rather
elementary result which explains some necessary properties for the existence of a K-symmetrizer.

Lemma 4.3. Let z ∈ U , and let M be a function defined on some neighborhood O of z with values
in Mm(C) for some integer m. If M admits a K-symmetrizer at z, then M(z) has no eigenvalue on
S1. Furthermore, the vector space Es in the decomposition of Cm contains the generalized eigenspace
associated with eigenvalues of M(z) in D.

Lemma 4.3 shows that in the “interior” case z ∈ U there is more or less no choice for Es in the
decomposition of Cm. For dimension reasons, the vector space Es will be chosen to be exactly the
generalized eigenspace associated with eigenvalues in D (stable eigenvalues). There is more freedom
in the choice of Eu but the most natural choice will be the generalized eigenspace associated with
eigenvalues in U (unstable eigenvalues). The limit case z ∈ S1 will be analyzed by a continuity
argument.

Proof of Lemma 4.3. Under the assumption of the Lemma, we know (apply Definition 4.2 with
K = 1) that there exists a Hermitian matrix S such that M(z)∗ S M(z) − S is positive definite.
Here we have used the assumption |z| > 1. If X is an eigenvector for M(z) associated with an
eigenvalue κ ∈ S1, we have

X∗ (M(z)∗ S M(z)− S) X = (|κ|2 − 1) X∗ S X = 0 .

Since M(z)∗ S M(z)− S is positive definite, this implies X = 0. Hence M(z) has no eigenvalue on
S1.
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Let us now consider a vector W in the generalized eigenspace of M(z) associated with eigenvalues
in D. We then define a sequence (Wj) ∈ `2 by the iterative formula

W1 := W , Wj+1 = M(z) Wj , j ≥ 1 .

For K ≥ 1, the point z belongs to the set OK on which the mapping SK is defined. For all j ≥ 1,
there holds

W ∗
j

(
M(z)∗ SK(z) M(z)

)
Wj =

(
M(z) Wj

)∗
SK(z) M(z) Wj = W ∗

j+1 SK(z)Wj+1 .

We thus get the following relations for all integer J ≥ 1:

0 =
J∑

j=1

W ∗
j

(
M(z)∗ SK(z) M(z)

)
Wj −W ∗

j+1 SK(z) Wj+1

= W ∗
1 SK(z) W1 −W ∗

J+1 SK(z) WJ+1 +
J∑

j=1

W ∗
j

(
M(z)∗ SK(z) M(z)− SK(z)

)
Wj .

Observing that the matrix M(z)∗ SK(z) M(z) − SK(z) is positive definite and that WJ+1 tends to
0 as J tends to infinity, we can pass to the limit with respect to J and obtain

W ∗
1 SK(z) W1 ≤ 0 .

We now use the second property of the symmetrizer SK , see Definition 4.2, and we have thus obtained

|πu W | ≤ 1
K
|πs W | .

Since the latter inequality holds for all K ≥ 1, and the vector W as well as the projectors are
independent of K, we can pass to the limit and obtain W ∈ Es. The proof of Lemma 4.3 is
complete. �

Our main result in this paragraph reads as follows. This result was partly achieved in [4] and
completed in [5].

Theorem 4.2 (Existence of a K-symmetrizer [4, 5]). Let Assumption 3.1 be satisfied, and let M
defined by (57) satisfy the discrete block structure assumption. Then M admits a K-symmetrizer
and at each point z ∈ U , the dimension of the vector space Es in the decomposition of CN(p+r)

equals N r.

We emphasize that at this stage, no assumption on the numerical boundary conditions has been
made. More precisely, Theorem 4.1 characterizes the block structure condition by means of some
properties of the operators Qσ used in the discretization of the hyperbolic operator. According to
Theorem 4.2, the existence of a K-symmetrizer is completely independent of the numerical boundary
conditions used in (32). In the following paragraphs, we shall see how the result of Theorem 4.2
can be used to obtain the existence of a Kreiss symmetrizer (the terminology is introduced below).
As in [14], the Kreiss symmetrizer is the main tool in showing strong stability for the numerical
scheme (32). It will be obtained by using the result of Theorem 4.2 with a large enough parameter
K, provided that the uniform Kreiss-Lopatinskii condition holds (see the following paragraphs for
more details).

Proof of Theorem 4.2. We start the proof of Theorem 4.2 by showing two rather elementary results,
the proof of which relies on some manipulations of Definition 4.2.

Lemma 4.4. Let z ∈ U , and let M1, resp. M2, be a function defined on some neighborhood O of z
with values in Mm1(C), resp. Mm2(C), for some integer m1, resp. m2. Assume that both M1 and
M2 admit a K-symmetrizer at z with corresponding vector spaces Es

1, E
s
2 of dimension µ1, µ2.

Then the block diagonal matrix diag(M1,M2) ∈ Mm1+m2(C) admits a K-symmetrizer at z with
a vector space Es of dimension µ1 + µ2.
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Proof of Lemma 4.4. For all vector W ∈ Cm1+m2 , we let W1 ∈ Cm1 denote the vector formed by
the m1 first coordinates of W and W2 ∈ Cm2 the vector formed by the m2 last coordinates of W .
Then we set

Es := {W ∈ Cm1+m2 / (W1,W2) ∈ Es
1 × Es

2} , Eu := {W ∈ Cm1+m2 / (W1,W2) ∈ Eu
1 × Eu

2} .

It is straightforward to check that Es and Eu are complementary vector spaces in Cm1+m2 and that
Es has dimension µ1 + µ2. The projectors πs, πu satisfy

∀W ∈ Cm1+m2 , πs W =
(

πs
1 W1

πs
2 W2

)
, πu W =

(
πu

1 W1

πu
2 W2

)
.

Let K ≥ 1, and let OK denote a neighborhood of z on which both mappings SK,1, SK,2 respectively
symmetrizing M1, M2, are defined. For z ∈ OK , we define SK(z) := diag(SK,1(z), SK,2(z)) ∈
Hm1+m2 , and it is now a simple exercise to check that SK satisfies all the properties required for a
symmetrizer. The proof of Lemma 4.4 is therefore complete. �

Lemma 4.5. Let z ∈ U , and let M be a function defined on some neighborhood O of z with values
in Mm(C) for some integer m. Assume that there exists a C∞ function T defined on O with values
in Glm(C) such that T−1 M T admits a K-symmetrizer at z with a vector space Ẽ

s
of dimension µ.

Then M admits a K-symmetrizer at z with a vector space Es of dimension µ.

Proof of Lemma 4.5. The proof is slightly more subtle than the proof of Lemma 4.4 but remains
quite simple. First of all, since T is smooth, there is no loss of generality (up to restricting O) in
assuming that there exists a constant c > 0 such that for all z ∈ O, there holds

∀W ∈ Cm , c |W | ≤ |T (z)−1 W | ≤ 1
c
|W | . (97)

We define the complementary vectors spaces

Es := T (z) Ẽ
s
, Eu := T (z) Ẽ

u
,

where Ẽ
s
, Ẽ

u
are the complementary vector spaces given by the existence of a K-symmetrizer for

T−1 M T .
Let now K ≥ 1. We fix K̃ ≥ 1 such that

1
2

c4 K̃2 ≥ K2 +
1
2

. (98)

For such a K̃, that only depends on K, there exist a neighborhood OK of z, a constant c̃K > 0 and
a C∞ mapping S̃K defined on OK with values in Hm such that

∀ z ∈ OK ∩U , (T−1 M T )(z)∗ S̃K(z) (T−1 M T )(z)− S̃K(z) ≥ c̃K
|z| − 1
|z|

I ,

∀W ∈ Cm , W ∗S̃K(z) W ≥ K̃2 |π̃u W |2 − |π̃s W |2 .

For z ∈ OK , we define

SK(z) :=
c2

2
(T−1(z))∗ S̃K(z)T−1(z) ,

and we are going to show that SK symmetrizes M . Let W ∈ Cm be decomposed as W = W s + Wu

according to the decomposition Cm = Es⊕Eu. Then T−1(z) W s and T−1(z) Wu are the components
of the vector T−1(z) W according to the decomposition Cm = Ẽ

s
⊕ Ẽ

u
. Consequently, we have

W ∗ SK(z)W =
c2

2
(T−1(z)W )∗ S̃K(z)T−1(z) W ≥ c2

2
K̃2 |π̃u T−1(z) W |2 − c2

2
|π̃s T−1(z) W |2

=
c2

2
K̃2 |T−1(z) Wu|2 − c2

2
|T−1(z) W s|2 .

Using the estimate (97), we end up with

W ∗ SK(z) W ≥ c4

2
K̃2 |Wu|2 − 1

2
|W s|2 ≥

(
K2 +

1
2

)
|Wu|2 − 1

2
|W s|2 ,
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where in the end we have used the inequality (98). By continuity, up to restricting the neighborhood
OK , there holds

W ∗ SK(z) W ≥ K2 |Wu|2 − |W s|2 ,

for all z ∈ OK , and therefore for all z ∈ OK ∩U . Let us now check the second property for SK . If
z ∈ OK ∩U , we have

M(z)∗ SK(z)M(z)− SK(z)

=
c2

2

(
M(z)∗ (T−1(z))∗ S̃K(z)T−1(z) M(z)− (T−1(z))∗ S̃K(z) T−1(z)

)
=

c2

2
T−1(z)∗

(
(T−1 M T )(z)∗ S̃K(z) (T−1 M T )(z)− S̃K(z)

)
T−1(z)

≥ c2 c̃K

2
|z| − 1
|z|

T−1(z)∗ T−1(z) ≥ c4 c̃K

2
|z| − 1
|z|

I ,

where we have used (97) again. The proof of Lemma 4.5 is thus complete. �

We now turn to the proof of Theorem 4.2. First of all, Lemma 4.5, combined with Lemma
4.4, shows that it is sufficient to construct a K-symmetrizer for each block of the first, second,
third or fourth type arising in the discrete block structure, see Definition 4.1. If we wish the
corresponding vector space Es to have dimension N r, it is sufficient to show that for each block
M`, the corresponding vector space Es

` arising in the K-symmetrizer decomposition has a dimension
equal to the number of stable eigenvalues of the block. More precisely, let us consider a block M`(z)
defined in the neighborhood of z ∈ U and occurring in the discrete block structure of M(z). There
is no restriction in assuming that M` is defined on the open disk B(z, r) centered at z and of radius
r. In particular, the set B(z, r) ∩ U is connected. On B(z, r) ∩ U , M`(z) has no eigenvalue in S1

so there is no ambiguity in defining an integer µ` equal to the number of eigenvalues of M`(z) in
D when z belongs to B(z, r) ∩ U (this number is independent of z). The number µ` is called the
number of stable eigenvalues of the block M`, and is made explicit below for each type of block.
Lemma 3.7 shows that the sum of the µ`’s equals N r.

• Blocks of the first type. Let z ∈ U , and let us consider a block M`(z) of size m` defined on
a neighborhood O of z and satisfying M`(z)∗ M`(z) ≥ (1 + δ) I for some constant δ > 0 that is
independent of z. Lemma 4.1 shows that all eigenvalues of M`(z) belong to U so the number of
stable eigenvalues of such a block equals zero. Let K ≥ 1, and let us define Es

` := {0}, Eu
` := Cm` .

(Observe that the dimension of Es
` equals the number of stable eigenvalues of the block.) We also

define the symmetrizer SK as SK(z) := K2 I independently of z. With these definitions, the relation

W ∗ SK(z) W = K2 |W |2 = K2 |πu
` W |2 − |πs

` W |2 , (99)

is obvious. Moreover, there holds

M`(z)∗ SK(z) M`(z)− SK(z) = K2
(
M`(z)∗ M`(z)− I

)
≥ K2 δ I ≥ K2 δ

|z| − 1
|z|

I .

We have thus shown the existence of a K-symmetrizer at z for a block M` of the first type.

• Blocks of the second type. Let z ∈ U , and let us consider a block M`(z) of size m` defined on a
neighborhood O of z and satisfying M`(z)∗ M`(z) ≤ (1−δ) I for some δ > 0 that is independent of z.
Lemma 4.1 shows again that all eigenvalues of M`(z) belong to D so the number of stable eigenvalues
of such a block equals m`. Let K ≥ 1, and let us define Es

` := Cm` , Eu
` := {0}. We also define the

symmetrizer SK as SK(z) := −I independently of z, and the reader can easily adapt the argument
developed for blocks of the first type to show that SK satisfies all the properties required for a
symmetrizer. We observe again that the dimension of Es

` equals the number of stable eigenvalues of
the block.

• Blocks of the third type I. We recall from Definition 4.1 that blocks of the third type are
scalar and can only occur for z ∈ S1. We thus consider a holomorphic function M` defined on a
neighborhood O of z ∈ S1 and satisfying M`(z) ∈ S1, z M′

`(z) M`(z) > 0. (According to Definition
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4.1, z M′
`(z) M`(z) is a nonzero real number so we first consider the case where this number is

positive.) Let us first show that there is no stable eigenvalue in that case. For ε > 0 small enough,
(1 + ε) z belongs to O and Taylor’s expansion reads

M`((1 + ε) z)
M`(z)

= 1 + z M′
`(z) M`(z) ε + O(ε2) .

In particular, the modulus of M`((1 + ε) z) is larger than 1 for ε > 0 small enough and there is no
stable eigenvalue for such a scalar block. Unsurprisingly, we thus define Es

` := {0}, Eu
` := C, and

SK(z) := K2 independently of z. This symmetrizer trivially satisfies the property (99). Following
the analysis performed above for blocks of the first type, the result relies on a lower bound of the
quantity |M`(z)|2− 1 for z ∈ O ∩U . This lower bound is derived in the following Lemma which we
state separately for the sake of clarity.

Lemma 4.6. Let f be a holomorphic function defined on a disk B(1, r) centered at 1 and of radius
r > 0, verifying f(1) = 1, Re f ′(1) > 0, and

∀ z ∈ B(1, r) ∩ S1 , |f(z)| ≥ 1 .

Then there exists a constant c > 0 such that, up to diminishing r, there holds

∀ z ∈ B(1, r) ∩U , |f(z)|2 − 1 ≥ c (|z| − 1) .

Proof of Lemma 4.6. For τ in a sufficiently small neighborhood of 0, we define:

h(τ) := ln f(eτ ) ,

where ln denotes the standard complex logarithm defined on C \ R−. We have h′(0) = f ′(1), and
h(τ) has nonnegative real part when τ is purely imaginary. Using the notation τ = x + i y, a direct
Taylor expansion yields

Re h(τ) = Re h(i y) + Re (h(τ)− h(i y)) ≥ Re (h(τ)− h(i y)) = Re (h′(i y)x) + o(x)

= (Re f ′(1))x + o(x) ,

where the last equality holds for sufficiently small r (and the smallness condition only depends on
f). We have thus shown the estimate

Re h(τ) ≥ Re f ′(1)
2

Re τ ,

for all τ of nonnegative real part close to 0. The estimate for |f(z)|2 for z ∈ B(1, r) ∩ U easily
follows:

|f(z)|2 − 1 = (|f(z)|+ 1) (|f(z)| − 1) = (|f(z)|+ 1)
(
eRe h(ln z) − 1

)
≥ Re f ′(1)

2
Re ln z .

�

Remark 4.1. The assumption |f(z)| ≥ 1 for all z ∈ B(1, r) ∩ S1 is absolutely necessary in Lemma
4.6, and it is no consequence of the assumption Re f ′(1) > 0. The reader may for instance consider
the example

f(z) := 1 + (z − 1) +
(

1
2

+ i

)
(z − 1)2 ,

which satisfies f(1) = 1, f ′(1) = 1. However, if one considers the points zα := 1 + i α, with α > 0
small enough, there holds |f(zα)|2−1 < 0 and zα ∈ U . This prevents f from verifying the conclusion
of Lemma 4.6.

More generally, the property |f(z)| ≥ 1 for all z ∈ B(1, r)∩S1 can not follow from any information
on a finite number of derivatives of f at 1. In general, this property can only follow from the full
series expansion of f at 1.

We can apply Lemma 4.6 to the function w 7→ M`(z w)/M`(z). Indeed, we know that M`(z)
belongs to U for all z ∈ O ∩ U . By continuity, this implies M`(z) ∈ U for all z ∈ O ∩ U . We
therefore obtain the estimate

M`(z)∗ SK(z) M`(z)− SK(z) = K2
(
|M`(z)|2 − 1

)
≥ cK2 (|z| − 1) ≥ cK2 |z| − 1

|z|
,
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for all z ∈ O ∩ U sufficiently close to z. We have proved that SK satisfies all the properties of a
symmetrizer, and the dimension of Es

` coincides with the number of stable eigenvalues of the block.

• Blocks of the third type II. We now turn to the case z ∈ S1, M`(z) ∈ S1, z M′
`(z) M`(z) <

0. Unsurprisingly, the reader will easily verify that there is one stable eigenvalue and that the
symmetrizer SK can be chosen as SK(z) := −1 independently of z. The argument relies on the
following analogue of Lemma 4.6, which we feel free to use without proof.

Lemma 4.7. Let f be a holomorphic function defined on a disk B(1, r) centered at 1 and of radius
r > 0, verifying f(1) = 1, Re f ′(1) < 0, and

∀ z ∈ B(1, r) ∩ S1 , |f(z)| ≤ 1 .

Then there exists a constant c > 0 such that, up to diminishing r, there holds

∀ z ∈ B(1, r) ∩U , |f(z)|2 − 1 ≤ −c (|z| − 1) .

• Blocks of the fourth type. This is by far the most difficult case. A complete analysis of the
construction of the symmetrizer is performed in [5]. The analysis is unfortunately very long, and
involves a generalization of the original construction performed in [12]. In order to keep the length
of these notes reasonable, we shall not detail the construction of the symmetrizer for blocks of
the fourth type and we shall rather refer to [5, Theorem 3.4]. In particular, the dimension of the
corresponding vector space Es

` equals the number of stable eigenvalues of the block. This number
can be determined from the size ν` of the block and the lower left coefficient m` of M′

`(z), see [5] for
more details.

We just emphasize for the interested reader the new main difficulty compared with [12]. In the
analysis of [12], which is devoted to boundary value problems for hyperbolic systems of partial
differential equations, the construction of the symmetrizer relies on the fact14 that for z ∈ S1 close
to z, the eigenvalues of the block belong to S1. This is a very strong property which implies that
some coefficients in the matrices are either real or purely imaginary. In our framework, there is a
lot more freedom because we only know that for z = z, M`(z) has one eigenvalue on S1. When z
varies on S1 close to z, the eigenvalues of M`(z) usually do not stay on S1. This phenomenon can
be checked by hand on the following elementary example15:

z = κ = 1 , M(z) :=
(

1 1
z − 1 1

)
.

Other examples of this behavior occur for discretizations of the hyperbolic operator whose am-
plification matrix displays some eigenvalues curves with singular points in S1. Examples of such
discretizations were given in Section 2. As a matter of fact, when singular points in S1 occur for
eigenvalues of the amplification matrix A (κ), this gives rise in the reduction of M to blocks of the
fourth type, see the proof of Theorem 4.1. Unless the behavior of the eigenvalues corresponds to that
of the leap-frog scheme, see Figure 1, the eigenvalues of the block in the reduction of M can have a
much more complex behavior than just remaining on S1 for z ∈ S1. This led us in [5] to introducing
an integer which we called the dissipation index and that gave a description of the singularity for the
eigenvalue curve for A . The construction of the symmetrizer depends on the size of the block and of
the dissipation index, and there are approximately ten cases to deal with. Even though we shall not
reproduce the complete analysis here, we strongly encourage the reader to go through [5] since we
believe that this new construction is basically the first step towards a full treatment of the analogous
problem for multidimensional problems. This extension is postponed to a future work. �

The symmetrizer construction performed in this paragraph will be crucial for the proof of Theo-
rems 3.5 and 3.6. However, before giving the proof of these Theorems, we need one technical -though
crucial- point about the behavior of the stable subspace Es(z) when z ∈ U tends to a point of S1.

14We slightly adapt the result of [12] to our framework but there is no difficulty to pass from one to the other
thanks to the exponential function.

15On this example, the reader can check that the eigenvalues of M(ei ε), ε > 0 small, do not belong to S1.
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4.3. Extending the stable subspace. The main result of this paragraph is the following.

Theorem 4.3 (Continuous extension of the stable subspace [4]). Let Assumption 3.1 be satisfied, and
let us assume that the discretization of the Cauchy problem (14) is stable in the sense of Definition
2.2. Let us also assume that the matrix M defined by (57) admits a K-symmetrizer where, at each
point z ∈ U , the dimension of the vector space Es in the decomposition of CN(p+r) equals N r.

Then the stable subspace Es(z) of M(z), which is well-defined for z ∈ U according to Lemma 3.7,
defines a holomorphic vector bundle over U that can be extended in a unique way as a continuous
vector bundle over U .

In all what follows, we shall let Es(z) denote the continuous extension of the stable subspace for
z ∈ S1(= ∂U ). In general, for z ∈ S1, the matrix M(z) may have eigenvalues on S1, so the number
of eigenvalues in D can be less than N r. As was already pointed out in the proof of Theorem 4.2,
the difficulty consists in determining whether eigenvalues on S1 should count as stable or unstable
eigenvalues, and this is determined by a perturbation argument, that is by slightly moving z towards
the open set U and by studying whether the eigenvalues move towards D or towards U . The cases
of the Lax-Friedrichs and leap-frog schemes are detailed below.

Proof of Theorem 4.3. Lemma 3.7 shows that the stable subspace Es(z) of M(z) has constant di-
mension N r for all z ∈ U . The holomorphic dependence of M(z) on z implies that Es(z) also
varies holomorphically with z on U . (Here we use the same arguments as in the proof of Lemma
2.6 and Theorem 4.1: the spectral projector on Es(z) is given by the Dunford-Taylor formula, which
shows that the projector depends holomorphically on z. We can then construct a basis of Es(z) that
depends holomorphically on z in the neighborhood of any point of U . In other words, Es defines a
holomorphic vector bundle over U .)

Let z ∈ S1 and let us first show that Es(z) has a limit as z ∈ U tends to z. We consider
the decomposition CN(p+r) = Es ⊕ Eu given by the existence of a K-symmetrizer at z. From the
assumption of Theorem 4.3, we know that the dimension of Es equals N r. Let now K > 2, and
let us consider a neighborhood OK of z and a symmetrizer SK defined on OK and satisfying the
properties given in definition 4.2. Let z ∈ OK ∩U and let W ∈ Es(z). We define the sequence:

W1 := W , Wj+1 = M(z) Wj , j ≥ 1 .

Using the exact same method as in the proof of Lemma 4.3, we end up with the inequality
W ∗

1 SK(z) W1 ≤ 0, which in turn yields:

∀ z ∈ OK ∩U , ∀W ∈ Es(z) , K |πu W | ≤ |πs W | .

The rest of the analysis follows [14]. Writing πs W = W − πu W , we get (use the triangle
inequality)

∀ z ∈ OK ∩U , ∀W ∈ Es(z) , (K − 1) |πu W | ≤ |W | . (100)
The estimate (100) shows that the mapping

Φ(z) : Es(z) −→ Es

W 7−→ πs W ,

which is defined for z ∈ OK ∩U , is injective. (If W belongs to the kernel of Φ(z), then W belongs
to Es(z) ∩ Eu and (100) gives (K − 1) |W | ≤ |W | so W is zero because K is larger than 2.) Since
the dimensions of Es(z) and Es are the same, Φ(z) is an isomorphism. We can write the inverse
mapping Φ(z)−1 in the following way

Φ(z)−1 : Es −→ Es(z)

W 7−→ W + ϕ(z) W ,

where ϕ(z) is a linear mapping from Es to Eu. This may look suprising but we only decompose the
vector Φ(z)−1 W along the direct sum Es ⊕Eu and we observe that the component on Es equals W
itself (use the definition of Φ(z)). Using (100) once again, we obtain

∀ z ∈ OK ∩U , ∀W ∈ Es , |ϕ(z) W | ≤ 1
K − 2

|W | . (101)
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Indeed, (100) shows that for all W ∈ Es, there holds

(K − 1) |ϕ(z) W | = (K − 1) |πu (W + ϕ(z) W )| ≤ |W + ϕ(z) W | ≤ |W |+ |ϕ(z) W | ,

and (101) follows (use K > 2).
We now have all the ingredients in order to show that Es(z) tends to Es as z ∈ U tends to z. We

consider a basis (e1, . . . , eNr) of Es and we fix ε > 0. Let us choose K > 2 such that |ej |/(K−2) ≤ ε
for all j = 1, . . . , N r. The above analysis shows that the estimate (101) holds for all z ∈ OK ∩U .
In particular, we have

∀ z ∈ OK ∩U , ∀ j = 1, . . . , N r , |ej − Φ(z)−1 ej | ≤ ε .

We know that Φ(z)−1 is an isomorphism so the family (Φ(z)−1 e1, . . . ,Φ(z)−1 eNr) is a basis of
Es(z). We have thus proved that for z ∈ U sufficiently close to z, there exists a basis of Es(z) whose
elements are ε-close to the elements of a basis of Es. In other words, we have shown that Es(z)
tends to Es as z ∈ U tends to z. This means that the vector bundle Es can be extended to U ,
and it remains to show that this extended bundle is continuous over U . This is not straightforward
because continuity at z ∈ S1 now requires to consider the limit of Es(z) when z ∈ U tends to z,
while before we have studied the limit of Es(z) when z ∈ U tends to z.

Let us observe that the above argument shows that for z ∈ S1, the vector space Es of dimension
N r in the decomposition of CN(p+r) is necessarily unique since it is the limit of Es((1 + ε) z) as
ε > 0 tends to 0.

Let us now prove that the bundle Es, which has been extended to ∂U , is continuous over U .
It is obviously continuous over U since it is holomorphic, and we thus only check the continuity of
Es at any point of S1. We follow [14] again and perform more or less the same analysis as above.
We use the convention introduced above and let Es(z) denote the continuous extension of the stable
subspace for z ∈ S1(= ∂U ). Let z ∈ S1, and let K > 2. With the above argument, we already have
the estimate (100). Furthermore, there is no loss of generality in assuming that the neighborhood
OK of z is an open disk B(z, rK), rK > 0.

Let us consider a point z′ ∈ OK ∩ S1. Since OK is an open neighborhood of z′, there exists a
sequence (zn) in OK ∩ U that converges towards z′. In particular, the above analysis shows that
Es(zn) converges towards Es(z′). This means that any element W ′ ∈ Es(z′) can be written as the
limit - in CN(p+r) - of a sequence (Wn) where for each integer n, Wn belongs to Es(zn). Applying
(100) and passing to the limit as n tends to infinity, we get the inequality (K − 1) |πu W ′| ≤ |W ′|
for all W ′ ∈ Es(z′). In other words, we have obtained

∀ z ∈ OK ∩U , ∀W ∈ Es(z) , (K − 1) |πu W | ≤ |W | . (102)

(Observe the slight, though important, difference between (100) and (102).) At this point, the exact
same argument as above shows that Es(z) tends to Es(z) as z ∈ U tends to z. The only difference
is that we are now allowed to consider some z ∈ OK that belong to S1 and use (102) while before
we were only allowed to consider some z ∈ OK that belonged to U and use (100). Eventually, we
have proved that Es is continuous at any point of S1. �

Here we have followed the approach of [14], which gives an “analytical” and somehow simple
proof of the continuous extension of the stable bundle. As observed in [14], the nice point is
that constructing a symmetrizer is necessary to deal with the derivation of a priori estimates for
solutions to the resolvent equation. In the original approach by Kreiss [12], see also the books
[2, 3], the first step consisted in first showing through mostly “algebraic” arguments that the stable
subspace could be continuously extended and then in constructing a symmetrizer. The alternative
approach introduced in [14] bypasses the algebraic part of the proof and focuses on the symmetrizer
construction. The continuous extension of the stable bundle appears as a corollary of the existence
of a symmetrizer (which itself relies on the block structure). From our point of view, this alternative
approach clarifies one of the main technical and difficult points of the theory. The main remaining
difficulties are the reduction of the symbol M to the discrete block structure and the construction of
the symmetrizer. This technical simplification gives us hope to deal with multidimensional problems
in a near future.
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4.4. Proof of Theorem 3.5. We first give a new formulation of the Uniform Kreiss-Lopatinskii
Condition in the framework of Theorem 3.5.

Proposition 4.1 (Reformulation of the UKLC). Under the assumptions of Theorem 3.5, the UKLC
holds if and only if

∀ z ∈ U , Ker B(z) ∩ Es(z) = {0} ,

where Es(z) denotes the generalized eigenspace of M(z) associated with eigenvalues in D, which is
defined in Lemma 3.7 for z ∈ U and is continuously extended to z ∈ S1.

We observe again that the UKLC is compatible with the dimensions of the vector spaces: Es(z)
has dimension N r, while B(z) ∈ MNr,N(p+r)(C) has maximal rank (see (58)) so its kernel has
dimension N p. Hence there is no obstruction for Ker B(z) and Es(z) to be complementary in
CN(p+r).

Proof of Proposition 4.1. Let us first verify that the stable subspace Es can be continuously extended
to the boundary S1 of U . Applying first Theorem 4.1, we know that the matrix M defined by (57)
satisfies the discrete block structure condition. We can then apply Theorem 4.2: M admits a K-
symmetrizer where, at each point of U , the dimension of the vector space Es in the decomposition
of CN(p+r) equals N r. Eventually Theorem 4.3 shows that the stable subspace extends continuously
to S1, and the extended bundle is continuous over U .

We now prove the result of Proposition 4.1. We first assume that the UKLC is satisfied, meaning
that for all R ≥ 2, there exists a constant CR > 0 such that for all z ∈ U with |z| ≤ R, the estimate
(76) holds with the matrix B(z) defined in (58). It is already clear that Es(z) does not intersect the
kernel of B(z) for z ∈ U (this is the Godunov-Ryabenkii condition). We thus consider z0 ∈ S1. The
space Es(z0) is the limit, as ε > 0 tends to 0, of Es((1 + ε) z0). Any vector W ∈ Es(z0) can thus be
written as the limit, as ε > 0 tends to 0, of a sequence of vectors Wε ∈ Es((1+ ε) z0). Passing to the
limit in the inequality

∀ ε ∈ ]0, 1] , |Wε| ≤ C2 |B((1 + ε) z0) Wε| ,
we obtain the inequality |W | ≤ C2 |B(z0)W | for all W ∈ Es(z0). This property implies that Es(z)
does not intersect the kernel of B(z) for all z ∈ S1.

We now assume that Es(z) does not intersect the kernel of B(z) for all z ∈ U and we are going
to show that the UKLC holds. Let R ≥ 2. For z ∈ U with |z| ≤ R, we consider the quantity

m(z) := inf
W ∈Es(z),|W |=1

|B(z) W | .

The quantity m(z) is positive for all z, and m depends continuously on z because both the vector
space Es(z) and the matrix B(z) depend continuously on z. Since the annulus {z ∈ C , 1 ≤ |z| ≤ R}
is compact, m is bounded from below by a positive constant cR > 0 on this annulus. In other words,
we have shown the inequality

∀W ∈ Es(z) , |W | ≤ 1
cR
|B(z) W | ,

as long as 1 ≤ |z| ≤ R. Consequently the UKLC is satisfied. �

We introduce the following terminology.

Definition 4.3 (Kreiss symmetrizer). Let M be defined by (57), and let B be defined by (58). The
pair (M, B) is said to admit a Kreiss symmetrizer if for all R ≥ 2, there exists a constant cR > 0
and there exists a C∞ function S on the annulus {z ∈ C , 1 ≤ |z| ≤ R} with values in HN(p+r) such
that the following properties hold for all z in the annulus:

• M(z)∗ S(z) M(z)− S(z) ≥ cR (|z| − 1)/|z| I,
• for all W ∈ CN(p+r), W ∗ S(z) W ≥ cR |W |2 − c−1

R |B(z) W |2.

We can now prove a refined version of Theorem 3.5.

Theorem 4.4 (Existence of a Kreiss symmetrizer and strong stability). Let Assumption 3.1 be
satisfied, let us assume q < p and let us further assume that the discretization of the Cauchy problem
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(14) is stable in the sense of Definition 2.2 and that the operators Qσ are geometrically regular in
the sense of Definition 2.3.

If the UKLC holds, then the pair (M, B) admits a Kreiss symmetrizer and the scheme (32) is
strongly stable.

The assumptions of Theorem 4.4 are exactly the same as the assumptions of Theorem 3.5. It
should be rather clear at this point that Theorem 4.4 yields the result of Theorem 3.5. Indeed,
Theorem 4.4 shows that the UKLC is a sufficient condition for strong stability (it even shows that
the UKLC is a sufficient condition for the existence of a Kreiss symmetrizer). In the meantime,
Corollary 3.2 shows that the UKLC is a necessary condition for strong stability. We thus focus on
the proof of Theorem 4.4.

Proof of Theorem 4.4. • We first show that under the assumptions of Theorem 4.4, the pair (M, B)
admits a Kreiss symmetrizer. Following the same arguments as in the proof of Proposition 4.1, we
already know that M admits a K-symmetrizer where, at each point of U , the dimension of the
vector space Es in the decomposition of CN(p+r) equals N r. Lemma 4.3 and Lemma 3.7 show that
at each point z ∈ U , the vector space Es in the decomposition of CN(p+r) coincides with Es(z).
Furthermore, the proof of Theorem 4.2 shows that this property holds true also on the boundary S1

of U . Summarizing, M admits a K-symmetrizer in the sense of Definition 4.2 where, at each point
z ∈ U , the vector space Es in the decomposition of CN(p+r) equals Es(z).

Let R ≥ 2, and let z ∈ U with |z| ≤ R. We are going to show that the pair (M, B) admits a
Kreiss symmetrizer in the neighborhood of z. More precisely, since the UKLC holds, Proposition
4.1 shows that there exists a constant c > 0 such that

∀W ∈ Es(z) , c |W | ≤ |B(z) W | .
We fix a parameter K ≥ 1 by choosing K2 := 1 + 4 |B(z)|2/c2. Applying Theorem 4.2, we know
that M admits a K-symmetrizer at z so there exists a neighborhood O of z, a constant c > 0, and
a C∞ function S on O with values in HN(p+r) such that for all z ∈ O ∩U , there holds

M(z)∗ S(z) M(z)− S(z) ≥ c (|z| − 1)/|z| I , (103)

and
∀W ∈ CN(p+r) , W ∗ S(z) W ≥ K2 |πu W |2 − |πs W |2 .

In particular, we have

W ∗ S(z) W ≥ |πs W |2 + K2 |πu W |2 − 2 | πs W︸ ︷︷ ︸
∈Es(z)

|2

≥ |πs W |2 + K2 |πu W |2 − 2
c2

∣∣B(z) (W − πu W )
∣∣2

≥ |πs W |2 + K2 |πu W |2 − 4
c2

(
|B(z) W |2 + |B(z) πu W |2

)
.

With our choice of the parameter K, we get

W ∗ S(z) W ≥ |πs W |2 + |πu W |2 − 4
c2
|B(z) W |2 ≥ 1

2
|W |2 − 4

c2
|B(z) W |2 .

In particular, the matrix S(z)+4 c−2 B(z)∗ B(z)−I/4 is positive definite so, by a continuity argument,
for all z sufficiently close to z, there holds

∀W ∈ CN(p+r) , W ∗ S(z)W ≥ c |W |2 − 1
c
|B(z) W |2 , (104)

with a suitable constant c > 0 that is independent of z. To summarize, we have proved that for all
z in the annulus {z ∈ C , 1 ≤ |z| ≤ R}, there exists a neighborhood O of z, there exists a constant
c > 0, and there exists a C∞ function S on O with values in HN(p+r) such that (103) and (104)
hold for all z ∈ O ∩U . (Actually, the reader may observe that (104) holds not only for z ∈ O ∩U
but for all z ∈ O, but this will not play any role in what follows.)

We now make the construction of the Kreiss symmetrizer “global” by a compactness argument.
The annulus {z ∈ C , 1 ≤ |z| ≤ R} is covered by a finite number O1, . . . ,OJ of such neighborhoods.
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We consider a partition of unity χ1, . . . , χJ that is subordinated to this covering. In other words,
χj is a nonnegative C∞ function with support in Oj for every j, and there holds

∀ z ∈ U , |z| ≤ R ,
J∑

j=1

χj(z) = 1 .

We define

∀ z ∈ U , |z| ≤ R , S(z) :=
J∑

j=1

χj(z) Sj(z) ∈ HN(p+r) .

If cj denotes the constant associated with the neighborhood Oj and if c > 0 denotes the minimum
of the cj ’s, then it is not so difficult to check the property

∀ z ∈ U , |z| ≤ R , M(z)∗ S(z) M(z)− S(z) ≥ c (|z| − 1)/|z| I ,

(just multiply (103) on Oj by χj(z) and sum with respect to j), as well as

∀ z ∈ U , |z| ≤ R , ∀W ∈ CN(p+r) , W ∗ S(z)W ≥ c |W |2 − 1
c
|B(z) W |2 .

In other words, the pair (M, B) admits a Kreiss symmetrizer.
• We now show that the existence of a Kreiss symmetrizer is a sufficient condition for strong

stability. Let R ≥ 2, and let us consider a Kreiss symmetrizer S on the annulus {z ∈ C , 1 ≤ |z| ≤ R}.
We consider a point z in this annulus and a sequence (Wj) ∈ `2. The source terms (Fj), G are
defined such that (59) holds. The a priori estimate of (Wj) follows from computations that are rather
similar to what we have already done. More precisely, we multiply the induction relation in (59) by
(S(z) Wj+1)∗ and use the fact that S(z) is hermitian to obtain

J∑
j=1

Re W ∗
j+1 S(z) M(z)Wj −

J+1∑
j=2

W ∗
j S(z) Wj +

J∑
j=1

Re W ∗
j+1 S(z) Fj = 0 .

Using the induction relation again and substituting the expression of Wj+1, we get

W ∗
1 S(z) W1 −W ∗

J+1 S(z) WJ+1 +
J∑

j=1

W ∗
j

(
M(z)∗ S(z) M(z)− S(z)

)
Wj

= −Re
J∑

j=1

(Wj+1 + M(z) Wj)∗ S(z) Fj .

We let J tend to +∞ and use the properties of the Kreiss symmetrizer, which yields

cR
|z| − 1
|z|

∑
j≥1

|Wj |2 + cR |W1|2 −
1
cR
|G |2 ≤ −Re

J∑
j=1

(Wj+1 + M(z) Wj)∗ S(z) Fj .

Using some uniform bounds for S(z) and M(z) on the annulus and the Cauchy-Schwarz inequality,
we end up with

|z| − 1
|z|

∑
j≥1

|Wj |2 + |W1|2 ≤ CR

 |z|
|z| − 1

∑
j≥1

|Fj |2 + |G |2
 ,

with a constant CR > 0 that does not depend on z ∈ U , |z| ≤ R.
It remains to show that the resolvent equation (59) admits a unique solution in `2 for all source

terms (up to now we have only proved an a priori estimate for the solution). This final part of the
proof follows from applying Lemma 3.3 and Lemma 3.4 again. More precisely, Lemma 3.3 shows
that the resolvent equation (37) is uniquely solvable for |z| large enough. There is no difficulty to
show that the equivalent formulation (59) is also uniquely solvable for |z| large enough. Then we can
apply Lemma 3.4 on every annulus {z ∈ C , 1 + 2−ν ≤ |z| ≤ 2ν}, ν ∈ N large enough. Eventually,
Proposition 3.1 shows that the scheme (32) is strongly stable. �

4.5. Proof of Theorem 3.6.
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4.6. Some examples: the Lax-Friedrichs and leap-frog schemes. The aim of this paragraph
is to show how the theory developed in the proof of Theorem 3.6 applies in the case of some
elementary numerical schemes. We shall test various discretized boundary conditions and compute
the associated Lopatinskii determinants. For simplicity, we restrict in this paragraph to the case of
a single scalar transport equation

∂tu + a ∂xu = F (t, x) , (t, x) ∈ R+ × R+ , u|t=0 = 0 . (105)

For a < 0, there is no boundary condition to prescribe on {x = 0}, while for a > 0 the transport
equation should be supplemented with a Dirichlet boundary condition on {x = 0}.

4.6.1. The Lax-Friedrichs scheme. The Lax-Friedrichs discretization of the transport equation is
given by (20) (here N = 1 and A = a). We have seen in Section 2 that this scheme is stable in the
sense of Definition 2.1 if and only if λ |a| ≤ 1, and the corresponding operator QLF is geometrically
regular. From the general definition (54), we obtain

A−1(z) = −1 + λ a

2 z
, A0(z) = 1 , A1(z) = −1− λ a

2 z
.

Consequently, Assumption 3.1 holds if and only if λ |a| < 1, which we assume from now on. It is
not so surprising that the limit case λ |a| = 1 is excluded by the theory because in that case the
Lax-Friedrichs scheme “degenerates” and becomes the upwind scheme which does not involve the
same number of grid points (either p or r is zero while p = r = 1 when λ |a| < 1).

The matrix M(z) in (57) reads

M(z) =

 2 z

1− λ a
−1 + λ a

1− λ a
1 0

 ,

and we are going to check in an easy and direct way that M satisfies the discrete block structure
condition. The eigenvalues of M(z) are the roots to the polynomial equation

κ2 − 2 z

1− λ a
κ +

1 + λ a

1− λ a
= 0 .

In particular, the matrix M(2) has two real eigenvalues: one belongs to the interval ]0, 1[ and the
other one belongs to ]1,+∞[. Moreover, M(z) has an eigenvalue on S1 if and only if z belongs to
the curve {cos η − i λ a sin η , η ∈ R}. Since λ |a| < 1, the latter curve is included in the closed unit
disk and its contact points with S1 are ±1. Applying a continuity/connectedness argument, we are
led to the following conclusion: for all z ∈ U \{±1}, the matrix M(z) has a unique eigenvalue κs(z)
in D and a unique eigenvalue in U . The eigenvalue κs depends holomorphically on z near any point
of U \ {±1}, and M is holomorphically diagonalizable near any point of U \ {±1}.

For z ∈ U \ {±1}, the stable subspace Es(z) of M(z) has dimension 1 -this is compatible with
Lemma 3.7 because N = r = 1 in this example- and is given by

∀ z ∈ U \ {±1} , Es(z) = Span
(

κs(z)
1

)
.

In particular, the continuous extension of Es to S1 proved in Theorem 3.5 is trivial here (it is even a
holomorphic extension !), except possibly at the points ±1 which we examine right now. From the
expression of Es, we see that Es(z) will have a limit at ±1 if we can prove that the eigenvalue κs

has a limit at ±1.
The eigenvalues of M(1) are 1 and (1+λ a)/(1−λ a). In the case a < 0, there holds (1+λ a)/(1−

λ a) ∈ ]0, 1[, so this is another trivial case of continuous extension of the stable eigenvalue and we
have κs(1) = (1 + λ a)/(1− λ a). In the case a > 0, there holds (1 + λ a)/(1− λ a) ∈ U so the only
possible extension of κs at 1 is 1. For z close to 1, M(z) has a unique eigenvalue close to 1 that
depends holomorphically on z. If we consider the points zε := 1 + ε ∈ U , ε > 0 small enough, the
expansion of the eigenvalue of M(zε) close to 1 reads

1− 1
λ a

ε + o(ε) ,
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so this eigenvalue belongs to D for ε > 0 small enough. By uniqueness of the stable eigenvalue,
we can conlude that κs extends holomorphically to a whole neighborhood of 1 and κs(1) = 1 ∈
S1 when a > 0. The situation at z = −1 is examined in exactly the same way and we obtain
the following conclusion: κs admits a holomorphic extension to a whole neighborhood of −1, and
κs(−1) = −(1 + λ a)/(1− λ a) ∈ D if a < 0, κs(−1) = −1 if a > 0.

The discrete block structure condition is very easy to verify because of the spectral splitting
satisfied by the matrix M: M has two distinct eigenvalues at every point of U and is therefore
diagonalizable (with a holomorphic change of basis) in the neighborhood of any point of U . The
reduction near any point of U \ {±1} involves one (scalar) block of the first type and one (scalar)
block of the second type. If a < 0, the reduction near ±1 involves one (scalar) block of the second
type and one (scalar) block of the third type. If a > 0, the reduction near ±1 involves one (scalar)
block of the first type and one (scalar) block of the third type.

Let us now verify whether the UKLC is satisfied for various types of discretized boundary condi-
tions. We begin with the Dirichlet boundary condition. In this case, the numerical scheme reads

Un+1
j =

Un
j−1 + Un

j+1

2
− λ a

2
(Un

j+1 − Un
j−1) + ∆t Fn

j , j ≥ 1 , n ≥ 0 ,

Un+1
0 = gn+1 , n ≥ 0 ,

U0
j = 0 , j ≥ 0 .

In this case, one has q = 0, B0,0 = B0,−1 = 0 and the matrix B(z), whose abstract definition is (58),
reads

∀ z ∈ C \ {0} , B(z) =
(
0 1

)
.

It is easily checked that the UKLC is satisfied, whatever the sign of a. Indeed, the intersection of
Es(z) with Ker B(z) is non-trivial provided that the Lopatinskii determinant

∆(z) := B(z)
(

κs(z)
1

)
,

vanishes. Here this determinant equals 1 for all z ∈ U so the UKLC is satisfied. From a practical
point of view, it is interesting to test the Dirichlet boundary condition for an outgoing transport
equation. Let us therefore consider the transport equation (105) with a < 0 and F = 0. In that
case, the solution to (105) is 0. To approximate this solution, we use the numerical scheme

Un+1
j =

Un
j−1 + Un

j+1

2
− λ a

2
(Un

j+1 − Un
j−1) , j ≥ 1 , n ≥ 0 ,

Un+1
0 = gn+1 , n ≥ 0 ,

U0
j = 0 , j ≥ 0 ,

with a non-zero source terme (gn) on the boundary. The numerical computations are run with
a = −1, λ = 0.9, and gn = 1 for all n ≥ 1. The result of the computation is shown in Figure 5
at two different time steps. The space interval is [0, 1] and the number of grid points is 100. By
finite speed of propagation, we know that both the exact solution and the numerical solution vanish
at the right end of the computation interval, so we impose a homogeneous Dirichlet condition at 1.
This is relevant provided that the computations are run up to a certain number of time steps. The
observed numerical solution is very small, which is justified by Theorem 3.5 and our verification of
the UKLC.

We go on with the Neumann boundary condition. The corresponding numerical scheme reads
Un+1

j =
Un

j−1 + Un
j+1

2
− λ a

2
(Un

j+1 − Un
j−1) + ∆t Fn

j , j ≥ 1 , n ≥ 0 ,

Un+1
0 = Un+1

1 + gn+1 , n ≥ 0 ,

U0
j = 0 , j ≥ 0 .

For this scheme, we still have q = 0, and in the notation of (32), B0,0 = 0, B0,−1 = T0. The
corresponding matrix B(z) reads

B(z) =
(
−1 1

)
,
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Figure 5. The Lax-Friedrichs scheme for an outgoing transport equation with a
non-homogeneous boundary condition gn = 1 at various time steps. The numerical
scheme should approximate the solution zero. The solution is represented on a log
scale, and the space interval is [0, 1].

so the Lopatinskii determinant reads

∆(z) = 1− κs(z) .

If a < 0, we have seen that κs(z) belongs to D for all z ∈ U . In particular, κs(z) 6= 1 and the UKLC
holds. When one wishes to discretize the outgoing transport equation (105), for which no boundary
condition is required, one can therefore use the stronlgy stable (and consistent !) scheme

Un+1
j =

Un
j−1 + Un

j+1

2
− λ a

2
(Un

j+1 − Un
j−1) + ∆t F (n ∆t, j ∆x) , j ≥ 0 , n ≥ 0 ,

Un+1
0 = Un+1

1 , n ≥ 0 ,

U0
j = 0 , j ≥ 0 .

(106)

To observe the strong stability of the latter numerical scheme, one can use the same test as the one
reported in Figure 5 for Dirichlet boundary conditions (that is, no source term in the interior and
a constant source term equal to 1 on the boundary). The results are entirely similar with Dirichlet
boundary conditions or Neumann boundary conditions with a very small numerical solution.

If a > 0, we know that κs(z) belongs to D for all z ∈ U \ {±1} so ∆ does not vanish on this set.
Since κs(±1) = ±1, we also find that ∆ vanishes at 1 and does not vanish at −1. In the incoming
case a > 0, the Neumann boundary condition does not satisfy the UKLC and the corresponding
numerical scheme is not strongly stable. What can we observe and conclude in such a situation ?
We report on a very simple numerical test which shows that the violation of strong stability is a
serious obstacle for convergence. We consider the incoming transport equation (105) with a = 1 and
F = 0. We impose the homogeneous boundary condition u(t, 0) = 0 so the exact solution to the
transport equation is 0. Since u(t, 0) = 0, we have ∂tu|x=0 = 0 and (105) gives ∂xu|x=0 = 0. This
may suggest to use a homogeneous Neumann condition at the boundary instead of the Dirichlet
boundary condition. We thus consider the numerical scheme (106). When the source term (Fn

j )
vanishes, the numerical solution is 0 and it reproduces the exact solution. We perturb this situation
by choosing F 0

1 = 1/∆t and all other Fn
j vanish (this is a perturbation on a single mesh of the grid,

and even though its L∞-norm is large, the L2-norm of this perturbation is of the order ∆t1/2, which
is small). The solution is represented in Figure 6 at two various iterations, where we have chosen
λ = 0.9 again. The number of grid points is 1000 and the space interval is [0, 1]. The numerical
solution is some kind of traveling wave propagating to the right and connecting a state U > 0 to
0. In particular, the exact boundary condition is not approximated at all by the numerical scheme
(even though the homogeneous discrete Neumann condition was imposed!). Though we have not
pushed any rigorous investigation further than a few numerical tests, we believe that this specific



STABILITY OF FINITE DIFFERENCE SCHEMES 77

Figure 6. The Lax-Friedrichs scheme for an incoming transport equation with
a homogeneous Neumann boundary condition at various time steps. The interior
source term vanishes except F 0

1 which we choose equal to 1/∆t.

choice of source terms may provide some good candidates for showing rigorously that the energy
estimate (34) is not satisfied.

4.6.2. The leap-frog scheme. We consider the leap-frog approximation (22) for the transport equation
(105). We still restrict to the scalar case N = 1, A = a. For this scheme, there holds p = r = 1, and
the definition (54) reads

A−1(z) = −λ a

z
, A0(z) = 1− 1

z2
, A1(z) =

λ a

z
.

Assumption 3.1 is thus satisfied as long as a 6= 0. (When a = 0, the scheme degenerates and involves
only one point.) We have seen in Section 2 that both stability in the sense of Definition 2.2 and
geometric regularity hold as long as λ |a| < 1.

The matrix M(z) in (57) reads

M(z) =

1− z2

λ a z
1

1 0

 ,

so the eigenvalues of M(z) are the roots to the polynomial equation

κ2 +
z2 − 1
λ a z

κ− 1 = 0 .

The matrix M(2) has two real eigenvalues: one of them belongs to the interval ] −∞,−1[ and the
second one belongs to ]0, 1[. Moreover, M(z) has no eigenvalue on S1 when z belongs to U so we can
conclude, as in Lemma 3.7, that M(z) has a unique eigenvalue κs(z) ∈ D and a unique eigenvalue
in U for all z ∈ U . Of course, κs depends holomorphically on z ∈ U . The stable subspace Es(z)
has dimension 1 and is given by

∀ z ∈ U , Es(z) = Span
(

κs(z)
1

)
.

This is exactly the same expression as for the Lax-Friedrichs scheme, which is not surprising because
M is still a companion matrix16. Our goal is to study the continuous extension of the stable eigenvalue
κs to the boundary S1 of U . The situation is slightly more complicated but much more interesting
than for the Lax-Friedrichs scheme.

Computing the discriminant of the characteristic polynomial of M(z), we first observe that M has
a double eigenvalue if and only if z is one of the points ±(

√
1− λ2 a2 + i λ a) or their conjugates.

16The reader will find in the following paragraph an extension of this remark where the structure of M will be

fully used.
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These four points are located on S1, and unsurprisingly they correspond exactly to the singular
points of the eigenvalues curves for the leap-frog scheme (see the right picture in Figure 1). We can
already conclude that M can be holomorphically diagonalized in the neighborhood of any points
z ∈ S1 which is not one of these four points and that the stable eigenvalue κs admits a holomorphic
extension to the neighborhood of any such “non-exceptional” point. The continuous -and even
holomorphic extension- of the stable subspace is clear in this case. Let us now focus on the points
where M has a double eignevalue. Let us for instance consider the point z :=

√
1− λ2 a2 + i λ a (the

three other cases are entirely similar). There holds

M(z) =
(
−2 i 1
1 0

)
,

so M(z) is similar to a Jordan block with the eigenvalue −i. More precisely, if we introduce the
invertible matrix

T :=
(

1 1
i 0

)
,

we have

T−1 M(z) T = −i

(
1 1
0 1

)
.

In view of Definition 4.1, the constant matrix T is a good candidate for reducing M to the discrete
block structure condition. Let us check this property in full details. We compute

T−1 M(z) T =

 −i −i
1− z2

λ a z
+ 2 i

1− z2

λ a z
+ i

 . (107)

In order to check that the discrete block structure condition holds, we only need to compute the
derivative at z = z of the lower left coefficient of the latter matrix. We obtain

∂

∂z

(
1− z2

λ a z
+ 2 i

) ∣∣∣
z=z

= −2
√

1− λ2 a2

λ a z
.

Let now θ ∈ C with Re θ > 0. We consider the roots ζ to the equation

ζ2 = −2 i
√

1− λ2 a2

λ a
θ .

The roots ζ cannot be purely imaginary, for otherwise i θ would be a real number. According to
Definition 4.1, the derivative of the lower left coefficient in (107) satisfies the property required for
M to satisfy the discrete block structure condition. This reduction involves a single 2 × 2 block of
the fourth type. We have even shown that the change of basis T can be chosen to be independent
of z in the neighborhood of z. The continuous extension of κs to z follows from the continuity of
the roots of the characteristic polynomial of M(z).

Let us now check whether the UKLC is satisfied for various types of numerical boundary condi-
tions. As before, we first consider the Dirichlet boundary conditions. In other words, we consider
the numerical scheme

Un+1
j = Un−1

j − λ a (Un
j+1 − Un

j−1) + ∆t Fn
j , j ≥ 1 , n ≥ 1 ,

Un+1
0 = gn+1 , n ≥ 1 ,

U1
j = U0

j = 0 , j ≥ 0 .

The matrix B(z) defined in (58) reads

B(z) =
(
0 1

)
,

and the associated Lopatinskii determinant equals 1 for all z ∈ U . This shows, as for the Lax-
Friedrichs scheme, that the Dirichlet boundary condition satisfies the UKLC for the leap-frog scheme.
We emphasize that this result is independent of the sign of a.

We now study another type of discrete boundary condition which is obtained by using backward
integration along the characteristics. More precisely, for a < 0, the transport equation (105) is
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outgoing. On the boundary mesh of index j = 0, we apply the so-called upwind scheme, which
amounts to considering the scheme

Un+1
j = Un−1

j − λ a (Un
j+1 − Un

j−1) + ∆t Fn
j , j ≥ 1 , n ≥ 1 ,

Un+1
0 = Un

0 − λ a (Un
1 − Un

0 ) + gn+1 , n ≥ 1 ,

U1
j = U0

j = 0 , j ≥ 0 .

(108)

This numerical procedure seems to be a somehow reasonable discretization for a < 0 since we
use a stable approximation of the Cauchy problem in the interior domain and a rather precise
approximation of the solution at the boundary. It seems much less reasonable in the case a > 0 for
in that case, the upwind discretization “on the right” is known to be unstable (one should use the
discretization “on the left”). We are going to examine the strong stability of (108) according to the
sign of a.

The careful reader may have observed that the discrete boundary condition in (108) involves not
only Un

1 but also Un
0 , which does not exactly fall into the framework of (32). However, we could

have equally considered boundary operators Bj,σ in (32) of the form

Bj,−1 =
q∑

`=0

B`,j,−1 T` , j = 1− r, . . . , 0 ,

Bj,σ =
q∑

`=−r−j

B`,j,σ T` , j = 1− r, . . . , 0 , σ = 0, . . . , s .

For such boundary operators, the reader can verify that the values Un+1
j , j = 1 − r, . . . , 0, are

obtained as linear combinations of some Un−s
j , . . . , Un

j , which are already known from the previous
iteration steps, and of some Un+1

j , j ≥ 1, which are also known because they are obtained from the
“interior” discretization. Hence the numerical scheme is explicit and well-defined. There is a slight
difference in the definition of the matrix B(z) in (58), and we leave as an exercise to the reader to
go through the derivation of the resolvent equation (59) in the case of (108). The matrix B(z) reads

B(z) =
(

λ a

z
1− 1 + λ a

z

)
,

and the associated Lopatinskii determinant reads

∆(z) =
λ a

z
κs(z) + 1− 1 + λ a

z
.

Our goal is therefore to determine whether there exists some z ∈ U such that

z − 1 = λ a (1− κs(z)) , (109)

knowing that κs(z) satisfies the relation

κs(z)
(
z2 − 1

)
= λ a z

(
1− κs(z)2

)
. (110)

If z ∈ U \{1}, the only possibility for ∆(z) to vanish is to have κs(z) 6= 1 and we can then divide both
left and right hand side terms in (110) by the corresponding expression in (109). We then obtain
κs(z) = z. In other words, for z 6= 1, the only possibility for ∆(z) to vanish is to have κs(z) = z
but then (109) gives λ a = −1. This is obviously in contradiction with our stability assumption for
the discrete Cauchy problem. Hence ∆ can only vanish at the point 1. In particular, the Godunov-
Ryabenkii condition holds for (108) whatever the sign of a. Moreover, the above expression of ∆
yields ∆(1) = λ a (κs(1) − 1) so ∆ vanishes at 1 if and only if κs(1) equals 1. The eigenvalues of
M(1) are ±1 so it is not clear at first sight whether κs(1) equals 1 or −1. Considering the sequence
of points zε := 1 + ε with ε > 0 going to 0, we can compute the asymptotic expansions of both
eigenvalues of M(zε). We then obtain κs(1) = 1 if a > 0 and κs(1) = −1 if a < 0. Consequently, we
find ∆(1) = 0 if a > 0 and ∆(1) 6= 0 if a < 0. The numerical scheme (108) satisfies the UKLC and
is strongly stable if a < 0, while it is not strongly stable if a > 0.

We report on the numerical simulation of (108) in the unstable case a = 1. The space interval is
[0, 1], we choose 100 grid points, the source term gn on the boundary equals zero for all n ≥ 2, while
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Figure 7. The leap-frog scheme (108) for an incoming equation (a = 1) with
backward integration along the characteristic at the boundary. The interior source
term vanishes except F 1

1 which we choose equal to 1/∆t.

Fn
j = 0 for all j, n except F 1

1 = 1/∆t. The numerical solution is represented at two different time
steps in Figure 7 on a log scale. The instability seems of a different kind than the one reported in
the case of the Lax-Friedrichs scheme, but it is not as violent as an exponential growth.

4.7. Goldberg-Tadmor’s Lemma for Dirichlet boundary conditions.
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5. Fully discrete initial boundary value problems: stability with general initial
data

5.1. An easy but unsufficient argument.

5.2. Wu’s argument.

5.3. A more general framework for semigroup stability.
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6. A partial conclusion
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